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I. INTRODUCTION

A. SCOPE AND ORGANIZATION OF THIS REPORT

This is the secoqd annual progress report on the development program,
"Tnnovative Video Applications in Meteorology (IVAM)". This report is
submitted to the National Oceanic and Atmospheric Administration (NOAA) in
partial fulfillment of Task H, Article I of Contract No. 5-35156. The report
presents a comprehensive review of the work performed under the contract from
1 May 1975 to 1 May 1976 and describes the work to be undertaken to complete
the IVAM program objectives. The effort reported upon was performed by
members of the staff of the Space Science and Engineering.Center and other
members of the University of Wisconsin-Madison campus.

A brief statement of IVAM program objectives and background materials
including a summation of the first year's effortyis included in this introduc-
tion. Readers not familiar with IVAM should read this section to provide the
context necessary to understand the rest of this report.

This report is assembled in the same order as the previous progress
report to make it easier for those interested in particular aspects of the
program to locate pertinent materials. The five major tasks of the program

determine the major sections of the report. The objectives of each of these

tasks are reviewed in the background summary.

B. BACKGROUND AND OBJECTIVES

The purpose of the IVAM program is stated succinctly in the contract
statement of work and is quoted here:
The Problem

The National Oceanic and Atmospheric Administration would achieve a
significant gain in keeping the public advised of changing weather condi-
tions if effective, automated methods of delivering video segments of
weather information to TV outlets could be devised. Although this is known
to be a technologically possible accomplishment, the methods needed to make
it economically feasible have not been developed.
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Solution

The National Weather Service and the National Environmental Satellite
Service jointly undertake the funding of a study to develop a state-of-the-
art capability to efficiently deliver quality video presentations of
weather information to the public at acceptable cost.

Study Objective

This study will be directed toward the development of formats and
techniques designed to maximize the effectiveness of the TV presentation
of weather information to the public. Program content and organization
will be addressed, as well as the conceptual design of the communications
methods and systems that would allow the presentations to be economically
delivered from NOAA sources to various redistribution terminals. The
objectives of the study are to develop techniques and formats that are
characterized by:

- High information content in an interesting and understandable
presentation. :

- A maximum employment of automated presentation formatting, in
order to keep staffing levels reasonable.

— The maximum utilization of existing or planned NOAA facilities,
methodologies, and communications systems.

— Modest NOAA implementation costs and modest-to-low cost for
media, public, or private acquisition.

- Quality and utility coefficients that generate media and
public enthusiasm and demand.

The IVAM program is organized in five major tasks described below. The
correspondence of the five major tasks to the ten tasks specified in the
contract work statement is indicated by the lettered task designation in
parenthesis which refer to the work statement.

Task 1 - Software Development (Tasks E, J)

This is the major development effort in the IVAM program. If the objec-
tives as described by NOAA above are to be achieved, the software system
must be as efficient and as flexible as the state-of-the-art allows. Early
in the program we conducted a series of very thorough, and very critical
reviews of several possible routes we could have pursued. We chose to start

at the very beginning, and to defer any actual software development until we
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had produced a sound software system concept which we were confident could
support a development program capable of meeting the NOAA objectives.
During the first nine mbnghs we achieved our initial goal and the software
system concept documert was submitted with the 1 May 1976 report. The
software development task was about 307 completed a year ago with the com-—
pletion of the concept document and the existing McIDAS software which we
have drawn upon for specific purposes.

The software design philosophy which has been adopted is based on the
following considerations and decisions:

1) The system to be developed is a production system. The output is a
large number of graphic images, properly sequenced, meeting high aes£hetic
standards, complying with NTSC standards, and coming off the line at 30 frames
per second. This is the first time such a system has been attempted.

2) The system must be automatic. To meet output requirements it must
work at high speed and must not depend upon human interaction. At the same
time, full system control must be available to the WSFO forecaster.

3) Software will be organized to operate in a basic net structure to
provide an efficient, fast response operating system.

4) Software will be completely modular with standard module to module
and module to net interfaces to decrease development time and to permit modi-
fication at low cost. This approach will trade memory size for software
and maintenance economy. _

5) A multi-processor, multi-memory hardware design will be used to
implement the system to obtain least cost in hardware, low maintenance costs,
and high processing rates.

6) Maximum integration with AFOS will be a principal objective to
eliminate function redundancy and hold implementation and operation costs
to the minimum.
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Task 2 - Presentation Content Studies (Tasks A, B)

Starting with an extensive review of previous work at SSEC and in the
literature, users' needs for weather information were assembled and tabulated.
This voluminous data Set was consolidated through a series of carefully
defined steps to a tabulation of user's needs listed by parameters which can
be used as decision bases by the IVAM control processor. These parameters
are season, time of day, weather situation, TV medium, emergency status, past
and present or predicted, and spacial scale. The next step, which was practi-
cally completed the past year, has been to generate the minimum set of pre-
sentation segments which are uniquely identified by the seven parameters and
which meet all important users' needs. These segment specifications are being
translated into video storyboards to define system performance requirements.

At present there are 240 segments in the set and this number is not
expected to change greatly.

Task 3 - Hardware Concept Studies (Tasks E, F)

Hardware definition was purposely deferred until the system and software
concepts were well developed. We view hardware as just the means of imple-
menting IVAM and have tried to avoid having hardware decisions determine
system performance. As we proceeded to purchase the equipment for the proto-
type of the first half of the system the validity of this approach was fully
confirmed. The problem we faced was not to find a set of equipment capable
of the IVAM task but to select from among many alternatives. Thus we were
able to optimize the equipment selection for low cost, maintainability,
flexibility, suitability of system software, etc.

To date only the hardware for the front end of the IVAM prototype has
been procured. Specification and procurement of the remainder of the system

is the major task for the last phase of the program in FY-77.
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Concepts for distribution of the IVAM products to broadcast and cable
TV stations were developed during the first phase of the program and were
reported last year. Briefly, it appears feasible to distribute presentation
segments via network facilities during the half-hourly station break periods
when the network is normally 'black". Further inquiries during the past year
have confirmed the feasibility of this concept. For cable distributors the
plan is not as easy to define since each cable company presents a different
set of circumstances. During the past year we have confirmed the unanimous
enthusiasm of cable system operators for the IVAM product. Operators of
systems located near WSFO's to be equipped with IVAM foresaw not significant
difficulty in obtaining the output. Those located at greater distances
expressed interest in the possibili;y of obtaining an automatically updated
presentation via telephone lines. Possible designs for such a capability are
discussed in this report.

Task 4 — Program Test and Evaluation (Task C)

Last year we produced two test video tapes, one of a possible IVAM pre-
sentation for broadcast stations and one for cable outlets. The tapes were
made from films of graphics designed to simulate IVAM images. Technically
the tapes differed from and were inferior to the expected IVAM product because
of the limitations of filmed graphics. Nevertheless, the tapes have proven
to be of great value in demonstrating IVAM and in obtaining answers to impor-
tant system design questions. Last year we anticipated making several more
tapes to be used to test specific IVAM system design alternatives. However,
we have found that at this stage in the program it is more productive to con-
sult experts than to test the public.

The American Meteorological Society IVAM Advisory Panel was organized

and met in February, 1976. Five of the nation's top TV weathercasters make
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up the panel. This group reinforced our previous finding of enthusiastic
acceptance of IVAM by TV weathercasters, the station management and the
networks. While much of the first meeting was spent in introducing IVAM
and discussing program details, the panel members recommended several modi-
fications to improve the IVAM product and to simplify routine operations.
These are discussed in detail in this report.

Test films have been made during the past year to investigate difficult
graphics transitions and timing problems for which we were unable to find
expert advice. One series is intended to explore the effectiveness of
different special effects in alerting viewers to emergency situations. This
problem is important at this time since the equipment and software required
for special effects must be specified soon. The second film explores the
method of transitioning from a series of satellite images into graphics
depicting the future. Again, equipment designs depend upon the method chosen
to make this transition.

Task 5 - Final Program Development (Tasks D, I)

This task will start only after NOAA is satisfied that the implementation
of IVAM is feasible, and that when implemented, IVAM will meet the NOAA
objectives. This is the wrap-up effort when software development is stopped,
configuration contrcl is imposed, detailed interfacing with AFOS is accom-
plished, hardware specifications are completed, final documentation is pre-—

pared, etc.

C. DELAY OF FISCAL YEAR 1976 EFFORT

The initial funding increment for the IVAM program covered the period
1 August 1974 to 31 July 1975. At the end of that period approximately
$30,000 remained unspent and was reserved to cover part of the costs of the

first hardware buy. The second increment of funding was to cover the period
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1 August 1975 to 31 July 1976, but the contract amendment was not received

by the University until 17 November 1975. Also, authority to use the remaining
$30,000 for capital equipment purchases was not received until 17 November
1975. During this pefiod from 1 August 1975 to 17 November 1975, while the
contract was actually unfunded, we continued work on IVAM but at a reduced
level, and we were unable to proceed with hardware procurement until we
received approval to spend the $30,000 on capital equipment or until additional
funds were actually in hand. During this period we obtained and evaluated
bids, but did not release purchase orders until 17 November 1975. This date
represented an actual delay of about five months compared to the program
schedule presented in May 1975, because we had anticipated proceeding in June
1975 to purchase the PDP-11/40 computer with the $30,000 on hand at that time.
The consequences of this delay have been as follows:

1) We had a much longer time to evaluate alternative hardware con-
figurations. The basic multi-processor approach was reaffirmed and developed
in greater detail. Some significant improvements in the hardware design
resulted. The superiority of the PDP system for this application at this
time was firmly established.

2)- We were forced to restructure our software development program to
minimize overall program delay. We decided to adopt the RSX-11M system
software as the starting point for the prototype IVAM system rather than
to proceed with development of the specialized net structure originally
planned. This decision allowed us to proceed with development of applica-
tions modules on McIDAS in FORTRAN using the specification of the RSX-11M
system for interface definition. The downstream consequences will be a
delay in implementing the optimum system software design for IVAM.

3) We missed some short delivery schedule opportunities, and have

had actual hardware deliveries delayed well beyond the 107 delays in fund-
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ing authority. Most of the computer hardware was delivered in March 1976.
Consequently transfer of software modules to the IVAM equipment from McIDAS
is just starting.

4) We have been;unabie to generate or display graphics on IVAM equip-
ment to IVAM standards. Testing of graphics modules has been on McIDAS
equipment in which aesthetics considerations have been secondary. The video
tape which accompanies this report is a demonstration of the graphics genera-
tion software modules developed to date, but the aesthetic qualities of the
images are determined, and severely limited, by the McIDAS equipment.

5) The overall program has probably slipped four to six months, but

may have benefitted from the more extensive hardware design review.

D. THE NEED FOR IVAM

IVAM grew out of our earlier studies of people's needs for weather infor-
mation and how well these needs are met which led directly to the concept of
NOWCASTING. Five years ago we were persuaded that people wanted and needed
accurate detailed information about the weather in their locality right now
and what it would be during the next six hours. Today we are more convinced
than ever that that need is real and, despite some encouraging signs of
increasing official awareness, that it is still underappreciated.

We were happy to read a paper which reported the endorsement of the
NOWCASTING concept by the NWS Southern Region WSFO's. The paper was
doubly refreshing in its <lear presentation of what NOWCASTING is and why it

is important to the National Weather Service. It said:

"What is it? —-- Nowcasting is a combination of real time weather
reporting with short term forecasting —-- from time now out to
about six hours in advance -- with emphasis on weather that is

likely to affect the public both in terms of unusual and
critical conditions and in terms of immediate occurence.

"Should it be done? -- WSFO analyses submitted late this spring
provided an interesting case of Management by Objective. The
concensus of these reports clearly identified 'the communication
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of useful weather information on a current and immediate basis'
as a primary objective of our organization. This is nowcasting.
Yes, we should go ahead with this concept.

“"How can it be done? —— Although most WSFOs are now using some
nowcasting features and the consensus of WSFOs was to move on,
there was a diversity of problems outlined and a limited experi-
ment is proposed rather than proceeding at all offices at this
time. Effectiveness of a nowcasting program hangs on all the links
of a chain of facilities -- a means of gathering pertinent informa-
tion quickly, techniques for translating this into a release, and

a means for disseminating the release to the public quickly...."

The paper goes on to outline an experimental implementation of NOW-
CASTING via the National Weather Radio facilities - an excellent plan in
our judgement. We would like to repeat one sentence from the paper:
"Effectiveness of a Nowcasting program hangs on all the links of a chain of
facilities -- a means of gathering pertinent information quickly, techniques
for translating this into a release, and a means for disseminating the
release to the public quickly."

And that is what IVAM is all about.
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IT. PRESENTATION CONTENT STUDY

This year the presentation content study has refined and reduced the
segment list from theA584 listed a year ago to 240. The needs of the
weather user, identified in the 584 original segments, have been carried
forth through the reduction steps to identify the contents of the final seg-
ments. The segments are now identified by the following parametérs which are
decision criteria for the IVAM control processor:

1) Emergency status

2) Season

3) Time of day of presentation

4) Weather situation

5) TV medium (broadcast TV or cable TV)

6) Weather parameter

7) Time/space scale

8) Past/present or predicted information

Reduction of the segments was performed by holding four of five parameters
(numbers 2, 3, 5, 6, and 7 above) constant and combining within the fifth.
This was done for each parameter in turn, until a minimum set of segments
was reached. The practical limit of time allowed on broadcast TV was also
considered in limiting the time and range of subjects which can be addressed
on that medium. A set of about 100 segments was reached, but did not dis-
tinguish between past and~future, or emergency and non-emergency. The user
needs identified in the previous year's work were carried through the segment
reductions and assigned to the new combined segments. A diagram of the steps
involved is shown in Figure II-1.

The next step was to expand the segment list into two categories,
emergency and non-emergency. The assignment of emergency status is based

on current practice for watch and warning messages, and storyboarding of those
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segments will include recommendations from various disaster preparedness
and disaster survey reports. Storyboarding of the emergency segments will
be done in close cooperation with the NWS to insure that the IVAM warning
messages will be most effective and consistent with current practice.

The non-emergency segments were further split into past/present segments
and predictive (or future) segments. The data bases used for past and present
weather are different than the bases available for prediction. Present is
considered just the most recent past data. The past/present data are based
on actual measurement, whereas the future data must be based on extrapolated
or numerically predicted values or graphics generated by NPC. These different
bases have the result of producing data to IVAM through the AFOS system that
are much different in timing, time interval, and format. These basic differences
in source data necessitate a differént storyboard for the past/present and
the future segments.

Since many weather shows combine past/present and future information, the
past/present and future segments for IVAM will be storyboarded with start and
end transitions that will allow continuous past-to-forecast presentation for
a particular weather parameter.

Current activity is that of assembling the header sheet for each segment.
Four examples of header sheets are shown in Figures II-2 to II-5. The header
sheet identifies all of the segment parameters, references the source of
input data, and references the user needs for storyboarding.

The header sheet provides the requirements for storyboarding. Each seg-

ment has its own storyboard which in turn becomes the production specification
for the software coding. The storyboard is a complete specification of the
visuals, which includes: image styles, transition between images, order of
sequence, animation or still frames, annotation style and location, color

constraints, special effects (scintillation, etc.), overall timing, etc.

II-3



SEGMENT HEADER

SEGMENT NUMBER

EMERGENCY NON EMERGENCY X

MEDIUM Cable Broadcast Both X
SEASON Winter X Spring X Summer X Fall X
TIME OF DAY Midnight - 6am fam - 4pm X 4pm - Midnight X All

WEATHER SITUATIONS 1) After widespread storm in U.S.

2) After excessive precipitation

or during major flooding episodes

WEATHER PARAMETER(S) Precipitation

TIME REFERENCE Past (incl. present) X 12-72 Prediction

SCALE National X Regional State Local
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

AR AR AR AR A A AR A AR A XA AA AT XA XA XA XXX A AR A AR LA DAL b bk hbhhbhhdhhdhhdhdhh bbb hhhhhhhhhiik

MAJOR USER OF SEGMENT: (reference previous IVAM study) General Public (GPA)

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER These are past weather '"results," not

combinable with other weather parameters - unique emphasis.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) Areas where precipitation exceeded a

boundary threshhold in last 72 hours. (See below.)

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) National map with state

outlines. Contours of precipitation (not to exceed 4 contours) beginning at .25", then

.50", 1.0", then year contour for maximum received, with annotation of that total within

contour. Within contour to be shaded - lightest shading in .25 to .50 contour etc.

Probably add areas one at a time at 5 sec. intervals - start with least.

Should be provision to overlay hatching in red to indicate flooding areas or states.

Duration: 20 sec. plus 10 sec. if flooding areas are overlayed.

B R e R T
DATA SOURCE (if non-existent, describe probable source) Fax precip. maps, teletype data;

flood forecast and report on rawarc circuit and weather wire. -
FIGURE II-2
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SEGMENT HEADER

SEGMENT NUMBER

EMERGENCY NON EMERGENCY X

MEDIUM Cable Broadcast Both X
SEASON Winter X Spring X Summer Fall X
TIME OF DAY Midnight - 6am 6am - 4pm X 4pm — Midnight X All

WEATHER STTUATIONS Days when mean temperature

falls below 65° - optional use

segment (not used every day)

WEATHER PARAMETER(S) Degree Days (Heating)

TIME REFERENCE Past (incl. present) Prediction 12-72 HRS
SCALE National Regional State Local X
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

Probably not fed in S.E. or S.W. states

AR A A A A A A A A A N AR AR AR AR A AN A A A A A AR A A AR AR AR A AL AL LA LA AL A A AR XA A A DA hdh ok hhhdhhdiinkx

MAJOR USER OF SEGMENT: (reference previous IVAM study) General public, and/or

dealers.

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Unique parameter, and too complex for

combination.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) Expected degree day totals next 1, 2, 3

days.

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) Bar graph - days

at bottom, degree days vertical. Space, bars and shade in color. Overlay each bar

with large numerals indicating number of D-Days on that day. Perhaps dissolve in

each day separately (1 + 2 + 3)

Ak AR AR IR AR IR AKIA IR AR AKE AR AR KA AR AR AR A AR KA RI AR A AR AR AR AR KA AR AR AR AR AA AR AR AR AR A AR K AKX AAKE
DATA SOURCE (if non-existent, describe probable source) fax forecast of temperatures;

NWS zones forecasts and extended outlooks. Computer to perform calculation required.

FIGURE II-3
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SEGMENT HEADER

SEGMENT NUMBER

EMERGENCY X NON EMERGENCY

MEDIUM Cable Broadcast X Both

SEASON Winter Spring X Summer X Fall X

TIME OF DAY Midnight - 6am 6am - 4pm 4pm - Midnight All X

WEATHER SITUATIONS Expected or actual temps. below 32° - all such days between

15 dayé before normal last frost and until hard freeze occurs in

the fall.

WEATHER PARAMETER(S) Frost and Freeze (28° and 32° contours)

TIME REFERENCE Past (incl. present) Prediction 1-6 HRS
SCALE National Regional State X Local
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

B e R e R o L R e R b b e S S A M A A A A S A M RO A

Agriculture

MAJOR USER OF SEGMENT: (reference previous IVAM study)

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Emergency segment - impact required. Large

dollar losses possible from frost.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) The areas of state or region which are

currently, or will be within time frame, below freezing.

FORMAT OF SEGMENT (scale,background, foreground, duration, etc)

ture contours every 4° beginning at 32° and extending lower.

State map with tempera-

Higher temperatures are

extraneous and should not be recorded.

Area between 32° and 28°

contour to be

colored yellow; area less than 28° to be colored red.

Possibly overlay wind arrow

(with speed included) but detailed wind information is

not desirable - too complex.

B R o o D T S A A A AR AR A A A

DATA SOURCE (if non-existent, describe probable source)

Local and zone forecasts on

weather wire; fax computer chart of min. temps, is secondary (not as good) info.

FIGURE II-4
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SEGMENT HEADER
SEGMENT NUMBER :

EMERGENCY X NON EMERGENCY

MEDIUM Cable Broadcast Both X

SEASON Winter X Spring X Summer X Fall X

TIME OF DAY Midnight - 6am 6am - 4pm 4pm - Midnight All X

WEATHER SITUATIONS Pollution concentrations exceed

or are forecast to exceed alert

standards.

WEATHER PARAMETER(S)

TIME REFERENCE Past (incl. present) Prediction 1-6 HRS
SCALE National Regional State Local X
COMMENTS ON DESIGNATORS (i.E., use in area only, etc)

Primarily major urban use.

A A A A R A A A A A A A A A A A A R A A A A A A A A A AN A A A A A A A A A AR A A A AR A AL A AR AR AR A A AR A XA A A bk dhhdhhdhhhxihiixsk

MAJOR USER OF SEGMENT: (reference previous IVAM study) GP 3; utilities

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Warning segments must stand alone for

impact and for individual use.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED)

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) City name predominantly

at bottom. Horizontal cross-—section of city skyline with smoke curling in air

- Annotation: time of segment — time alert is valid ‘f£il - phrases '"avoid unnecessary

activity or overexertion, especially elderly and small children"

- Annotate with outlook: '"Improving by or "little change"

R AR I AR IR AR I AR IR I AR AR KR I AR I AR AR IR AR AR AR IR KA RA R RF AT AR AR R RAR K AR A AR AR ARK R AR AR AR AR KKK AKX
DATA SOURCE (if non-existent, describe probable source) NOAA wire, ?

FIGURE II-5
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The storyboarding is the step that defines the communication between the
technical field of meteorology and the non-technical public. The story-
boarding must be done by personnel trained in meteorology, TV media, and
communication. Since ‘the storyboarding unavoidably involves the style of
the person preparing the storyboard, the Test and Evaluation part of the
program will be used to '"depersonalize'" the segment and to insure that the
storyboards produce effective communication.

Since IVAM is to be an automatic system, the selection of segments to
be used for a particular day must be done on an automatic basis as well.
Most of the 240 segments available on IVAM do not apply on any particular
day because of time-of-day, season,or weather situation. In other words, only
a subset of the 240 segments are topical at a particular time in terms of the
eight parameters listed earlier. The principal basis for deciding which seg-
ments are to be prepared is a determination of the weather situation. Each
header sheet lists the weather situation for which the segment applies. To
decide which segments to prepare, the control processor will reduce the total
set by comparing the current situation with the segment designators, pro-
ceeding through the parameter list in the order shown. Of course, the
weather situation will change during the day. The control processor will
proceed through the decision tree once each hour to determine which segments
to produce during the next hour. In most cases this procedure will work
very well. However, the time required to transmit all of the segments needed
for the network weathercasters is several hours. Care must be exercised to
produce first those segments least affected by local weather change.

The set of weather situations will differ for different WSFO locations,
depending upon whether flood conditions, hurricane situations, drought, high

tides, etc., apply.
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Weather situation selection can be made either by the forecaster
keying into the system or by the automatic comparison of specified weather

parameters against preset limits.

E
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ITI. SOFTWARE DEVELOPMENT

A, INTRODUCTION '

The first major software effort during the past year was a thorough
review of the IVAM hardware and software needs. The result of this review
was that the arguments for a parallel processing approach presented at the
last Annual Briefing were resubstantiated. An in-depth survey was made of
existing methods of configuring and controlling parallel processing systems
and on that basis a development system was purchased and an implementation
strategy designed. Software conventions were established to guide the inter-
facing of software components. Subsequently, the implementation has proceeded
on those parts of the system that are machine independent while the machine
dependent parts have been slowed by delays in funding and equipment delivery.

The year has been highlighted by several decisions that have important
implications for the development of the project. The first of these was the
decision to develop the software in a parallel processing environment, rather
than to use a single processor and to assume the code could be easily trans-
ferred. - The next decision was to purchase a sophisticated software package
with the development hardware to provide software support during development
and if possible to provide a basis for the IVAM Operating System. This deci-
sion was influenced b? the identification of several radically different
approaches to the Operating System. The choice will be dictated by the method
of distributing the IVAM output rather than by hardware or software require-
ments. Therefore, the decision to purchase the RSX-11M Operating System
had the further implication that the full implementation of the IVAM Operating

System would be deferred until the operational environment is better defined.
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We learned that a number of system structures could be merged into a
single construct. The data set descriptors specified in last year's soft-
ware document have beenAexpanded in function so that they now encompass the
specification of image;elements, image formats, and image sequences. The
descriptor structure is collapsed step by step during image generation so
that at each point the descriptor is a specification of what remains to be
done to complete the image - all this in a form which permits independent
subtasks to be executed by separate processors.

In the balance of this report we will review the characteristics of the
IVAM task and the assumptions on which our approach is based. Next we will
describe the parallel processing studies that led to our choice of develop-
ment system. Then the progress in three areas of implementation will be des-
cribed: operating system, modules, and image formats. In each case the plan
of future effort will be outlined. Finally, the interface between the soft-
ware and other aspects of the system will be described. 1In particular, the

implications of what we now know about the software for hardware, distribution,

testing, and interaction with AFOS will be discussed.

1. Software Task Review

The IVAM software must produce up to 20 minutes per hour of broadcast
quality video images. These images must be suitable for easy viewing by the
broadcast public. The lettering must be easily seen by the whole range of
viewers sitting at normal~viewing distance. All image information must be
equally clear on black and white as well as color sets. The IVAM images must
convey weather information to a lay public rather than meteorological data to
professional meteorologists.

The information must be tailored to the viewer's locale and must provide

him with the most up-to-date information available. This means that the
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available data must be scaled and translated to fit the range of the
stations being served. Since part of the data is in the form of satellite
images it is necessary to transform other images so that they can be shown
in satellite projection ané overlaid on the satellite image.

The IVAM software task is different from that of AFOS in several re-
spects., First, IVAM is not concerned with the transmission of data over a
limited bandwidth channel; therefore, no compaction is required. Also, IVAM
is not concerned with the text of messages--only with its content.

Since the IVAM processors must produce up to 20 minutes of video per
hour the amount of data to be processed would appear to be astronomical. In
fact it is reduced somewhat by the fact that most frames are repeated from 6
to 60 times. Nevertheless our analyses have shown that no existing or imme-
diately foreseen single processor will be capable of producing the amount of
image data required. Thus some form of parallel processing is absolutely
necessary.

To preserve this option and to ease the implementation and modification
of the IVAM System, the IVAM software is being developed according to the
following criteria: First, the software design will be completely modular.
The image specification will allow separable, i.e. independent, processes to
be executed on separate processors. To the extent possible the software will
be machine, configuration, and format independent. Also the interdependencies

between different parts of the system will be held to a minimum.

2. Multiple Processing

Given the fact that some form of multi-processing seemed necessary and
given the acceptance of our parallel processing proposal last April, we decided
to investigate the methods of multiple processing that were available and to

determine what their implications would be for the IVAM software. We also
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analyzed the IVAM tasks to see where these methods could be applied and
what kinds of processors would be appropriate.

A number of computer configurations were examined as well as the com—
bination of hardwired processors. The first means of claésifying existing
systems was as parallel processors or pipeline processors. In the first
case each processor works on the same step in a procedure while in the second
each processor works on a different step in the procedure while the data
passes from one processor to another. The data that passes from the last pro-
cessor is completed while that in each of the earlier processors is less and
less complete. In the IVAM processing both parallel and serial processing are
needed. An IVAM image is made up of a number of image elements. Each of these
is logically independent of the others and can be processed separately, inde-
pendent of the rest.

It was felt that IVAM could not commit completely to either the parallel
or the serial approach. The pipeline aspects of the IVAM processing, for
instance, would become less significant if hardwired processors were used.
Therefore, the decision was made to consider as flexible a multiple processing
configuration as possible. Thus we chose to consider only those multiple pro-
cessing configurations where any task could be run on any processor. With
such a configuration pipeline processes can be implemented and special purpose
processors simulated.

In studying existing parallel processing systems we identified several
different approaches which had clearly identifiable characteristics in both
hardware and software. The first and most common would be independent pro-
cessors that are simply interconnected and each have their own fully indepen-
dent operating systems. These systems are sometimes motivated by a desire

to net already existing processors, but perhaps more often by an unplanned
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overflow process whereby the task becomes too large for one processor and
another is added to take up the extra work. The additional processors are
often connected by DMA channels which usually become bottlenecks even though
they are often thought’ of as high speed channels. 1In these systems the soft-
ware is much like standard systems and so is the performance. In fact there
is usually a degradation in performance over what it would be if the whole
process could be handled by one machine.

The next class of systems are those that are conceived with parallel pro-
cessing in mind from the beginning. In these systems the basic problems of
parallel processing such as interprocessor transfer and control are the para-
mount concerns of systems design. The bandwidth of the interprocessor channels
determines how long one processor will have to wait for data to be transmitted
from another machine. Also important is whether interprocessor transfer stops
execution on both machines, whether it degrades execution by significant cycle
stealing, or whether it reduces the disjoint address space of both machines.

An important design trade-off involves the hardware and software overhead
incurred from interprocessor transfer versus the characteristics of the task.
In some tasks where the ratio of processing to transfer is very high, i.e.
where a small amount of data is processed for a long time, a slow interpro-
cessor transfer system may be adequate. In other tasks large data sets may
undergo very little processing so the input and output transfers will take
much longer than the brocgssing. A search for a single entry in a large
table is an example of this kind of process. In this case either a high speed
transfer or one that is transparent, i.e. does not degrade the processor, is
required. In general,the higher the speed of transfer the more expensive the
hardware and the greater the number of transfers the greater the software

overhead.
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IVAM appears to have both kinds of tasks--those in which the ratio of
input to processing is very low, such as contouring or map transformations,
and those where it is relatively high, such as the merging of image elements.
However, the nature ofjthe high ratio tasks is such that they can be broken
into shorter steps and can be interrupted mid-process to give the system
more flexibility in distributing the load they represent. This factor was
important to a decision affecting module design which will be described later.
Its significance is that we decided to break up the execution of large modules
into smaller steps to allow the system to sense and reevaluate its needs more
often.

The existing parallel processing systems have several types of operating
systems which have a tremendous effect on how well the multiple processors
can be utilized. 1In the most common case where the machines and their software
are completely independent the system seeking to initiate a transfer must idle
as it waits for the other processor to acknowledge its request. In some of
the other systems the control structure is hierarchical with one of the pro-
cessors being designated the control processor. The control processor then
has the responsibility for assigning tasks to the subordinate processors which
simply do what they are told. The subordinate processors will have the abbre-
viated operating systems required to control their local environments but
make no decisions for the system as a whole.

Another alternative will be described in some detail because of its extra-
ordinary departure from computing traditions. This is the system designed by
Bolt, Barenak, and Newman to perform the packet switching function at the
nodes of the ARPA Net. In hardware terms it contains three kinds of buses:
processor buses, memory buses, and I/0 buses (Figure III-1). A processor bus

typically has two processors each with its own dedicated memory. The control
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of the processor is exercised by a special piece of hardware called a Bus
Arbiter which decides on a first-come-first-serve basis who gets control of
the bus. This function is-usually part of the processor hardware but here
the bus is a separate éntity which views the processors as users. Any pro-
cessor bus can connect to any memory bus or any I/0 bus, thus giving each
processor the potential of controlling any device in the system. However,
the attachment of any bus to any other bus is made only for the duration of
one transaction. There is no concept of assignment of resources in the usual
sense. At the hardware level this system has the advantage that any processor
can accomplish any function since all processors are identical and capable of
controlling the system. This means that the function of any one processor can
be assumed by the others in the event of its failure.

It is at the software level, however, that this system is truly unique.
Not only are the processors all identical from a hardware point of view, they
also contain identical software in their dedicated memories. All input, in-
process, and output data are contained in the shared memory on the memory
buses. Therefore at any point in time each processor is a completely general
entity from both a hardware and a software point of view. It can be assigned
to any task.

It is natural to wonder here wﬁo is in charge and how tasks get assigned.
The operating system is never assigned permanently to a processor. Instead, it
consists of a series of tasks which are mixed in with the other tasks in the
task list. When a processor becomes free it consults the task queue and adopts
the highest priority task which may or may not be part of the operating system.
Note that there is no operating system in the normal sense. Neither are there
any interrupts. The assignment of a task is accomplished when a processor

consults the PID, a pseudo-interrupt device, which maintains the task queues.

ITI-7



In the course of a single machine cycle the processor has requested and been
assigned a task and the task list has been updated.

To make this system work, an extremely severe programming convention

has been adopted. All;programming is done in units of code called "strips"
which are coded in machine language and take no more than 350 microseconds
to execute. This means no processor is ever assigned to any task for more
than 350 microseconds. It also means that the strips are coded in such a
way that they are restored to a processor independent form every 350 micro-
seconds.

The operation of this system has another interesting feature. Maintenance
programs are run as a regular part of the system load. All processors are con-
stantly being checked by the others. When the reliability of any of the pro-
cessors or other devices becomes susbect it can be switched off by any of the
other processors.

The ARPA Net system has several characteristics. TFirst it is the solution
to a well-understood problem which had several generations of solution in the
field. Second it is a homogeneous problem in that all tasks are of the data
shuffling rather than computation variety. Therefore, it is easy to make
every processor identical. In a mathematical system the addition of floating
point hardware to each processor would up the cost of the processors by a large
factor. Third, while the task mix is completely homogeneous and the system
thinks only in terms of 350 microseconds strips, the arrival of requests is
completely unpredictable. It depends upon the arrival of packets from other
locations. Therefore the system can only decide what to do next. It cannot
lay out its work ahead of time.

A great deal was learned from the Bolt, Barenak, and Newman system. The

idea of a resource pool and identical processors was considered very interesting

as was the demonstrated ability of slow cheap processors to achieve high
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throughput. Also the assertion that successful parallel processing requires

a restructuring of the programs appears to be a general truth. At the same
time constraining all code to 350 microseconds strips seems to be an unreason-
able burden during the' IVAM development processor, for the first task is to
demonstrate a satisfactory video product and then to specify the production
system. Also it appears that the IVAM task may be fundamentally different

from packet switching in that the order of requests can be known ahead of time,

3. Software Breakdown

Armed with the insights gained from others' experience we refined our con-
cepts of the IVAM software and identified the tools required to develop it so
that our software would be consistent with any parallel processing implementa-
tion. To this end it was decided that the IVAM software should be divided into
three types: the Semantic System, the Physical Operating System, and the
Modules. The Semantic System is concerned with representing the logic of image
specification and generation. It is machine independent in that it can be boot-
strapped from a small amount of machine code. The Physical Operating System
is concerned with access to data sets and allocation of resources. While the
Semantic System knows that certain data sets exist, it is the responsibility
of the Physical Operating System to keep track of where they are stored. Since
the Physical Operating System deals with actual devices, much of it is machine
and configuration dependent. However, since its design is modular, only cer-
tain modules would have to be changed if the configuration were changed.
Finally, the modules themselves do the work of image generation. While many
of these modules can be coded in machine independent FORTRAN, it was recog-
nized that some of them would be much more efficient if written in machine
code or otherwise made machine dependent. Therefore we decided that machine

dependence should be localized but not avoided completely,
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B. TIVAM OPERATING SYSTEM

Much of the foregoing discussion has assumed the need for an IVAM Operat-
ing System. We verified this need by identifying systems level tasks which
have to be performed under explicit IVAM control., Only some of these are
peculiar to the multiple processor environment; most are required by the

nature of the IVAM task.

1. Why Needed

The multiple processor environment requires the assignment of a task to
a processor, the transfer of code and data sets among processors, and the
communication of completion and error conditions so that the system can allo-
cate and deallocate resources.

The IVAM task itself requires the maintenance of partially processed data
store which, while it is derived from the AFOS data base, it is very different
in format and purpose. IVAM must constantly update this data store as products
arrive; alter its processing if a product has not yet arrived; and revise its
output if the product is definitely not available. It must schedule its pro-
cessing according to real world clock time when TV broadcasts occur and when
scheduled inputs arrive. It must also work in video time to assure that the
video chain is kept full and output is maintained. Simultaneously, the system
must control external devices such as disks, video tape recorders, and color
enhancements. The system must constantly refer to the dependency queue that
specifies the output to détermine what tasks should be executed next.

Finally, the system must be capable of dynamic memory allocation; fixed parti-
tion operation is not enough.

Scheduling, device control, resource allocation, data management, and
device handling are the functions of an Operating System. All must be under

IVAM control. Therefore IVAM must have an operating system.
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2, Specification for Development System

As the foregoing discussion suggests, the IVAM software designers felt
that multiple processing was a significant aspect of the IVAM software problem
and much more than an implementation detail. Therefore the decision was made
to implement IVAM in a multiple processing enviromment from the start. Again
this was for software more than hardware reasons. While one can try to test
multiple processing software in a single processor environment, its ability
to run on multiple processors will be suspect because the multiple processing
compatibility has not been proved. While we decided that we should develop
the software in a multiple processor system we did not necessarily feel that
a great deal of effort or money should go into optimum hardware design or execu-
tion performance until the basic system was running. It was felt that in
general it is an error to try to optimize the performance of a system until it
has been verified that the task it performs is the one that actually exists
in the field. Also the costs of hardware are in such a state of flux that to
optimize a system that is going to be produced several years hence in terms of
today's economics represents a false economy that ultimately wastes money.

For the purposes of the bid specification a configuration was chosen that
could be implemented with off-the-shelf devices and to some extent governed
by a standard operating system. While not optimum, this configuration was
conceptually simple. Its main drawback was the existence of a single limited
bandwidth channel joining-all the processors. It seemed that this channel
might saturate and would definitely degrade as contention increased. In fact
contention would degrade performance even when the communication channel was
only 30% loaded. Nevertheless it was felt that such a system was a good place
to start. We also invited the bidders to propose alternative configurations

and compatible software as they were able.
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In the specification the following criteria were established: the
processors were require& to have the instructions and addressing modes
desirable for systems programming. Also since the current IVAM effort is in
software development rather than performance optimization this system was
required to have at least one processor equipped with the software tools
needed for that type of effort. It was desirable but not absolutely required
that the system come with a multiple processor operating system.

Additional hardware devices were specified as aids in software development.
An alphanumeric terminal was required for interactive debugging and program
editing. A dual floppy disk system was included as the primary method of off-
line program input and storage to serve much the same function as a card
reader. Finally, a data tablet was identified as a necessary tool for graphic
input and generation of complex sets of test data.

The bids received contained a rather limited set of software options. All
included single processor operating systems. DEC, MODCOMP, and VARIAN offered
some types of multiple processor operating systems. In each case these pro-
cessors were nefted rather than truly integrated and medium speed interfaces
were assumed to be adequate for interproceésor communication., In each case
the operating system on one machine could initiate the execution of a task on
another processor. In the MODCOMP and VARIAN systems the configurations were
so awkward and the software protocols so tortured that it was difficult to see
how any performance advantage could be realized from the systems proposed.

The DECNET software proposed by DEC had some of the same failings but to a
lesser degree. DEC did, however, present a wide variety of interface options
that presented tantalizing sets of software possibilities including bus links,
bus windows, dual port memory, and a DMA bus. The identical Bolt, Barenak,

and Newman and Lockheed bids proposed a running multiple processor system
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which unfortunately was almost completely unprogrammable. There was no
FORTRAN compiler, no editor, and no debugging system, just an assembler.

There also appeared to be no large assortment of device and interface options
much as would be needed to outfit the development system. Therefore it was
felt that while BBN bid a conceptually provocative configuration for a produc-
tion system it was not appropriate as a development system both because of the
lack of software and the lack of protection features.

None of the systems bid were completely satisfactory as proposed. There-
fore the decision was made to choose a processor and a configuration and then
build or buy the interfacing required to tie several such processors together.
The PDP-11/40 computer was chosen for the reasons stated earlier and because it
allowed the purchase of compatible gubordinate processors at very low prices.
The PDP-11/40 was chosen to be the program development machine and was then
augmented with memory and support devices. Nova and Keronix were not chosen
primarily because they did not bid even though they received the RFP, and our
evaluations did not rank the NOVA high in programmability. With very limited
funds available we were extremely sensitive to prices, and the DEC bid offered
the best bargain by a large margin.

The configuration chosen was a crosspoint memory system which will be
described in hardware terms in a 1a£er section., Its significance lies mainly
in its software implications. First, the crosspoint scheme provides an
extremely high rate of interprocessor transfer. Second, while it is not as
general or elegant as the Bolt, Barenak, and Newman system, it does have the
advantage that the crosspoint memory modules provide a form of memory protec-
tion. Since a given crosspoint module can be addressed by only one processor
at a time, there is no way that a program running on one machine can destroy

the data or code being used by another machine, Not only are all transactions
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between processors initiated and controlled by the Operating System on the
Control Processor, they are only possible, for hardware reasons, from the
Control Processor. This feature eliminates a whole class of bugs that could

exist in many of the other configurationms.

3. Purchase of RSX-11M

The decision to also purchase the RSX-11M Operating System from DEC was
a very important one and it was based on several significant consideratioms.
The earlier model of the IVAM development was to first create a series of
powerful systems and then to use their power and flexibility to develop a
variety of video products. However, the long delay in funding approval and
a realistic appraisal of expected versus promised delivery suggested that we
might have to compromise our original plan., Originally we were confident that
we could produce a truly superior product whose performance exceeded every
requirement and whose flexibility anticipated many of the problems of field
implementation and growth that are usually overlooked during the development
phase. However, as we saw time elapse and remaining time in the program dwindle
we came to feel that we should press to implement a solid video result as soon
as possible, postponing some of the system flexibility and performance until
the firgt goal was accomplished. If the preliminary implementation is done
in a way that is consistent with the later development this approach does not
have to prejudice the final result. It does make the video solution harder
to achieve and means thatﬂéome of the features that are desirable but not
required may be cut from the end of the development period. It was therefore
decided that some of the operating system development should be postponed and
that we should purchase an operating system under which to run during early

development and then see if that software could be used in whole or in part

to do the final IVAM job.
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We therefore decided to purchase the RSX-11M Operaging System from DEC.
This is a fixed partition multitasking operating system that operates from
disk and comes complete-wi;h an assortment of program development tools.
While it definitely does not do the IVAM production job as currently defined,
it is a very powerful development tool and perhaps later can be modified to
serve that function or some of its code cannibalized for use in the final

IVAM system.

4, Development Process

Given the procurement decisions and the software reasoning that led to
them, we then altered our implementation plan to reflect the new priorities.
These decisions and activities were again divided into the three major areas
of Physical Operating System, Modules, and Semantic System. We had to determine
just how we would use the RSX-11M software to do what we wanted and then define
our interface to it., Then we had to define the interface between the IVAM
Operating System and the IVAM modules., Finally, we had to define the exact
interface between the Semantic System and the Physical Operating System. The
order of decisions and the order of implementation are the same except that the
full implementation of the IVAM Physical Operating System will be addressed
only after the modules and Semantic System exist,

a, Operating System

The first task in the operating system area was to learn as much about
the RSX-11M as possible béfore the PDP-11/40 arrived. This has been a very
time-consuming process and has been hampered by the fact that the ultimate
authority on an operating system is not its documentation but its actual
performance. There is no way for manuals and listings to communicate the
full subtleties of complex software, Since the hardware has arrived only
recently, we are only now able to test our understanding of its capability

and amenability to our control.
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Our investigation has produced a number of important observations but
has not yet resolved the basic question about whether RSX-11M can do our
whole job. That determination is about two or three months off. However,
we can see what has to'be done to make it serve our immediate purpose and
outline a procedure whereby our interface to RSX-11M is the same as that
which will be required to our own operating system should RSX-11M prove to
be inadequate.

The most obvious fault in RSX-11M, and in most commercially available
operating systems, is that while the machine has an operating system, the
user does not., There are many functions which the operating system provides
itself but which it does not gracefully provide the user's programs. Since
the goal of the IVAM/RSX-11M interface is to give IVAM complete knowledge and
control of the machine and its operating system, and RSX-11M has no concept of
a task superior to itself, this goal may be difficult to attain. For example,
RSX-11M allocates space within partitions but does not provide a task with the
means to do its own suballocation. It provides file structures but these are
biased in favor of sequential files organized in records. There is no sub-
structure definable through the operating system. IVAM must think in terms
of data-sets and module code, not files; RSX-11M wants to execute programs,
not act as an executive for a user §ystem. IVAM is a system and its linkage
between modules is not fixed by a compilation, link edit, or collection pro-
cess. None of these problems is intractable but some require a certain amount
of testing before we can confirm that our proposed solutions will work.

IVAM adds a few extra requirements to those that RSX-11M was designed to
handle. IVAM must be capable of coordinating the scheduling and execution of
several processors, This means that it must be able to send control messages

between the processors. It must be able to transfer data from one machine to
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another, and it must be able to set up and initiate a process on any of the
processors. It must also do allocation and scheduling for the system as a
whole, The IVAM systemrmust also be able to reference a data set in a way

that is consistent reggrdless of whether the data set is in one of the pro-
cessor memories or on the disk. The references to these data sets must also
allow the creation of complex structures in addition to simple files. It must
also be possible for the development programmer to deal with the file structure
in terms that are convenient for him rather than using abbreviated file
identifiers.

Another need arises from the nature of the IVAM task. Most operating
systems are designed to regulate the allocation of resources in what is con-
ceived to be an unpredictable environment. In batch processing and time-sharing
environments, it is usually assumed that the system knows very little about its
load. It assigns resources as requested or as available but not according to
a plan. Since the machine is not doing its work while it is performing its
overhead functions, there is little incentive to have the operating system try
to make the best decision about what to do next. The time spent deciding
quickly exceeds that which might be saved by a better decision. So most operat-
ing systems use only the simplest algorithms for deciding what to do.

In IVAM the situation is diffegent for two reasons. First, because of the
multiple processors, operating system decisions need not subtract from system
throughput. A processor dedicated to the overhead function can be looking
ahead to see what should be done next. Therefore, the overhead can be looked
upon as a one-time dollar cost rather than a constant performance loss. The
reason that this is possible is that IVAM, unlike most systems, can know what
it is doing. To a large degree IVAM can know ahead of time how long each step

will take and what resources it will require. Also, since the IVAM output
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specification is compiled into a dependency structure rather than a fixed
sequence of steps, the run time operating system has some leeway in the
actual order of execution. It also allows different processors to be
operating on different’ branches of the dependency tree at the same time.

This look-ahead feature opens another option that does not normally
exist. In the case where IVAM knows exactly what its processing load will
be, the operating system need not be run at the same time as image generation
at all, Ra;her the scheduling can be done ahead of time according to a
sophisticated optimization scheme that will maximize throughput. The execu-
tion speed of the scheduling program itself would be unimportant as it would
not interfere with throughput. Its output would be a long sequence of explicit
utility calls., There would be no run time decision making or resource alloca-
tion. All that would have been done ahead of time. The IVAM system would
operate much like a numerically controlled machine tool whose program has been
optimized to maximize performance. Whether this option is real depends more
on distribution policy than on software constraints.

The IVAM operating system also has to perform all of the overhead associ-
ated with the execution of a module. Since the IVAM module is purposely made
as helpless as possible, much is required of the operating system to effect
its setup, linkage to input and outﬁut arrays, and calling and return messages.
b. Operating System Conventions

In the IVAM Operating System conventions were established to guide develop-
ment. Machine dependent functions would be isolated into separate modules,
and RSX-11M utilities would be used wherever possible. The interface to
RSX-11M would be a two-step interface. One step would be a PDP-11 macro to
provide the IVAM function through RSX-11M. The second step would be a general

machine independent call which would reference the macro. This means that at
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a certain level the IVAM Control structures are machine independent. The
The distinction between the Semantic System and the Physical Operating System
was made for that reason. The Semantic System is designed to be machine
independent except for' its reliance on a small amount of machine code to
boot-strap the system.

The interface between the operating system and the modules was defined
in such a way as to minimize the dependency of one part of the code on another,
to minimize the total amount of space used, and to maximize flexibility.
Modules are always called by the system and always return to the system. Thus
there is only one call to a given module. This makes it very easy to modify
a module because there are not a hundred points in the system that depend
upon its previous form.
c. Primitives

With the above needs and conventions laid out we were able to specify a
number of operating system primitive. (Primitives are small units of function
which are fundamental to the IVAM system. All larger functions are defined in
terms of these primitives). The first primitives create standard calls of
RSX-11M functions. The next set are those associated with the IVAM trap
handler. Next are those associated with dynamic memory allocation within a
single processor. This system has aiready been designed and tested outside of
RSX-11IM. Then there are those functions associated with communication of
messages between processes and between processors. These are also well-defined
and ready to implement., The next primitives will be those associatéd with the
control of the file functions and the creation of the IVAM file structures and
in particular the implementation of the data set directory which is one of
the points of interface between the Semantic System and the Physical Operating

System. There are still uncertainties in the design of these primitives,
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based on the current state of our experience with RSX-11M. The next set of
primitives will be those associated with control of the crosspoint system.
These are completely defined. Completion of these primitives will allow
simple multiple processing operation. A more finely tuned operating system
will await some decisions about the operational environment and manner of
distribution as mentioned earlier.

The level of system function will depend on the implementation of the
primitives mentioned above. The initial primitives give us a software way of
controlling RSX-11M. The next are required for module support. Then those
needed to sequence modules will be implemented. The following step is image
assembly from specific data sets. The data set directory will then allow the
implementation of the Semantic System and a general scheme of image generation,
Up to this point the system will be running mainly on the Control Processor.
The addition of the crosspoint primitives and a simple system to control them
will give us multiple processing operation. The final step again is the opti-

mization of the production environment.

C. MODULES

Once the Operating System decisions were made and the initial studies of
RSX—llM(completed, it was possible Ep refine our preliminary specification of
the IVAM modules., The general specification established conventions that
will be observed throughout the implementation. IVAM modules will be called
as FORTRAN subroutines even if they are in fact implemented in machine language.
They will return through special IVAM traps. The normal FORTRAN RETURN will
never be used. They will be stored as unlinked relocatable routines. They
will not go through a Task Builder or collection step. This means that we
will have to fool the system into calling a subroutine. It does not want to

do that. It wants to give control to load modules with no external references.
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However, that would require each module to be collected with a dummy main
program which when called would trap back to the system to get the subroutine
parameters and then generate the actual subroutine call. While this might
appear easier to implehent, it is not,because another trap process has been
created which must be coordinated with the main program call. It is simpler
if the number of system interfaces and the amount of dependent code are mini-
mized. Also there is the obvious fact that the call to the main program and
immediate trap for parameters are superfluous if the system can call the
subroutine directly.

It was decided that the modules would not do any input or output. The
system loads the module code and the input data sets and sets aside space for
the output data sets. It then generates the FORTRAN call that passes the
bases of the input and output data sets as array parameters. This decision is
important because it means that it is not necessary for each module to have a
copy of the FORTRAN I/0 routines. In some systems a significant percentage
of the disk space is devoted to multiple copies of these routines. Thus the
modules are smaller. They are also not dependent on the system's I/0 structure.

Modules are usually conceived as generating output data sets from input
data sets without storing along the way. This means that the module itself
contains no dimensioned arrays. IE 4 did, that array would have to be
dimensioned to accomodate the largest data sets the module would ever handle.
This space would have to ?e set aside even when the module was working on much
smaller data sets. For example, the mapping module will be asked to transform
the thousands of points in the U.S. grid one minute and then be working on
the two or three points corresponding to the locations of as many cities which
are to be inserted on that map. It seems unreasonable to set aside the same

amount of space for both problems.
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Similarly the sizes of the input and output data buffers are not fixed.
One of the parameters to the module is the amount of output to generate, If
it runs out of space before the data is exhausted it traps to the local
Operating System which: sets aside additional space and restarts it. 1In this
way the module can handle very large and very small data sets. This problem
is solved once for the system, not once for each module.

The intent of the IVAM modules is to provide a very general interface
between units of code which do very specific things. Each IVAM module per-
forms a very specific function in a very specific manner. Where.another system
might have a general routine capable of handling many different cases, IVAM
would have a number of modules, one for each case. The argument for this is
that general routines spend much of their code being general, testing the input
parameters to see what options are iﬁtended. Also in any single run only some
of the options are being used and the rest of the code, and therefore the rest
of the memory space, is being wasted. IVAM modules require space only for the
task at hand.

Even for a single task, the IVAM approach is to make the code extremely
modular, While the code to perform contouring could be considered as a module,
we decided that each of its processing steps should become a module, This is
because these steps are common to a great number of other processes., Because
of this decision it becomes easier and easier to implement new processes
because existing module steps are likely to be applicable. Therefore a new
process may just require éhe concatenation of existing modules with one or
two that are specific to the process. This is much as one can define functions
and concatenate them with the arithmetic operators in FORTRAN.

Another decision that makes the modules easy to use and the system easy

to debug is that modules do not call other modules, nor do they use the sys-—

tem to call other modules which ultimately return control back to them. Thus
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there is no concept of resting of modules. Each module takes all of its

data and processes it to the completion of that step. It then returns to

the system which applies t?e next module to the data. There are some
exceptions to these rules but even they maintain the important aspects of

the convention. For instance, some modules will generate a number of data
sets one at a time, each of which can be processed independently in succeeding
steps. As each of these data sets is created, the module returns to the sys-
tem which takes responsibility for the new data set which may be passed to
another module in another processor. The system then returns control back

to the original module. Notice that while control is passed back to the
module no results are returned. Once a module has been started it receives
no further data input from the system or any other source. This is another
convention which serves to minimize‘the interdependence of modules.

To make the modules work as described in the last section, it was
desirable to create a number of standard data formats so that a module is
characterized by its input and output data formats. 1If it becomes desirable
to apply a module to a data set that is in a different format than that which
the module expects, a special format translation module is automatically
invoked by the system which knows what formats are associated with what
modules. Thus the modular concept has been carried several steps farther than
it is in most systems. The result is that it is easy to augment the system
and to take advantage of all existiﬁg code. Modules are also easy to rewrite
or replace. In almost evéry case the module conventions lead to efficient
code. 1In the few cases where a slightly more optimum approach exists we were
quite willing to trade off development efficiency and overall system efficiency

against the local optimization of code.
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1. Module Implementation

The module conventions just described were actually defined in the con-
text of the kinds of functions we know IVAM has to perform. Quite a number
of these modules haver%een developed. These are divided into several cate-
gories: 1image element generation, image element manipulation, and image
assembly. The first two are mainly mathematical and written in FORTRAN,
while the third deals with the shuffling of large data sets in ways that are
not done conveniently in FORTRAN, These were written in machine language.
Many of them are candidates for hardware or firmware implementation.

In the mathematical modules the first need that was recognized was the
one for a standardized dgta space in which the calculations could take place.
Thus, before computations are performed the data must be normalized so that
data from different origins can ultimately be merged into a common image space.
a, Mapping

Once these conventions were established we decided to implement some of
the machine independent tasks as modules to test the adequacy of our concepts.
We chose the mapping module as a starting point.

The first step in designing the IVAM mapping modules was the investigation
of two existing general mapping systems: C.A,M, (Cartographic Automatic Mapping)
which was originally developed for the CIA, and SUPERMAP, which was originally
developed by R. L. Parker of the University of California at San Diego and is
currently in use in the Center. It was decided that C.A.M. would be easier to
work with because of its superior documentation.

Given this working mapping system, one might wonder what remained to be
done to create an IVAM mapping module. The difference between the system and
the module is one of intent and application. C.A.M. solves all the problems
associated with computing, displaying, and labeling a wide variety of map
projections, Much of the code is used to support this generality. On any

I11-24



given run most of the code will not be executed. In the IVAM system only

two mapping requirements exist for certain: from earth coordinates to
satellite projection and from earth coordinates to a stereographic projection.
Therefore most of the C.A.M.'s code is forever irrelevant. Also generality,
where it exists in the IVAM system, is at the system level which is designed

to support it and not at the module level where it must be accomplished in
FORTRAN which is not. Also, the mapping function is only one of many which
must be performed to generate an output image. The mapping module itself

does not produce visual output. It produces an image element, not an image.

It does not label or plot; these are IVAM system functions which must be guided
from the top level of the system, not the bottom., What remains in the module
then is pure algorithm - just the mathematical code for mapping input data

sets into output data sets. This is as it should be. FORTRAN is good at mathe-
matics, poor at logical or relational expression.

Also the resulting module is small; it requires little core memory space.
This is important because the system performance will be a direct function of
the percentage of the code which can be core resident throughout the execution
of a scenario.

For the satellite projection module it was necessary to modify C.A.M.'s
perspective projection section so the algorithm accomplished the desired
function, In the perspective projection the viewer is assumed to be directly
above the center of the map whereas the satellite, in general, is not. There-
fore the algorithm had to be changed to compute a general satellite perspective
which allowed for movement of the satellite as opposed to a perpendicular
perspective which fixed the viewer above the center of the area to be mapped.

For the more conventional flat maps several transformations were considered,

including the Mercator and the stereographic. The stereographic was chosen
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because most of the people consulted seemed to think it produced a more
pleasing result and is the projection most used for current weather maps.
These modules are coded and tested, running according to IVAM module conven-
tions. :
b. Contouring

The next set of processing modules to be coded were those associated with
the contouring process. In most systems a function like contouring would be
accomplished by a single module but in IVAM we have broken it into a number of
module steps so that these steps may be used elsewhere. The first module
step is to select the input data. On each of the systems where we run this
module the data is acquired somewhat differently., Therefore this module tends
to be system specific. The IVAM module here is tentative. It is subject to
change depending on our relationship to the AFOS data base. The next step is
the normalization of the coordinates of the input data set. Next is the mod-
ule that computes a Uniform Grid of values based on weighted interpolation of
the input points., The next module contours the values in the Uniform Grid.
It searches the grid until it finds a curve which it then traces completely.
After it has the complete curve it returns to the system which records the
value of the curve, its location in the system, and the number of data points
it contains. The system then has complete responsibility for this curve,
and the module knows nothing about it. The system can then return to the con-
touring module for another curve or it can take each curve through all the
processing steps before it gets the next. This decision is at the systems
level. It has no effect on the modules. Assuming the system returns to the
contouring module, it will keep producing curves until the Uniform Grid is
exhausted.

Actually the curves produced by the contouring module are not curves at

all. They are connected line segments. The vertices of these line segments
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are in standard coordinate space. Therefore if the contours are to be over-
layed on a satellite image, these lines must be passed through the satellite
projection mapping module.. To make the contours appear as pleasing smooth
curves instead of zig4;ags, the lines are passed to a smoothing module., This
smoothing function is of general utility throughout the system and therefore
was written as a separate module., At this point the mathematical part of the
contouring process is complete. Each line exists as a smooth curve in its

own copy of the standard space. It was decided to keep the lines separate
until the last possible step to provide the maximum flexibility during image
assembly and fill-in. The modules that take the smoothed curve through the
steps which remain before an image is produced belong to a different category
and will be discussed separately. The same is true of notation. The labeling
of curves is an image function and this has nothing to do with the module that
generates the curve,

As an example of the benefit of the module design, the streamlining of
winds requires only one module to be replaced in the contouring chain. This
means that not only do the functions have to be .coded only once, but much
more importantly there is only one copy of each module on the disk. The
only time a module is duplicated is when it is desirable to have it running
on two machines simultaneously.

c. Image Element Manipulation

The next class of modules that have been coded contains those that take
an image element and alter it in some way before combining it with other
image elements to form a completed image. Since each of the elements is
stored separately at this point it is easy to manipulate part of the image
while the rest remains fixed. In this way we can perform animation of image

elements without recomputing the whole image. This approach was designed to
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duplicate the layering techniques used by animators. It was chosen over some
of the other possibilities because it yields a much greater flexibility of
image formats. There is a price paid in the amount of storage required, but
this price is cheerfully paid during the development phase because the optimum
solution will probably be implemented in hardware--not software--and cannot

be identified until the result it produces has been accepted by the media.

These element modules were defined to accept data elements defined in the
standard coordinates and to produce results also defined in that space. In
that way they can be inserted anywhere in the processing chain where data is
in that format.

The first module to be implemented performs a simple translation of an
image element on the screen. Thus an image element can be defined around zero
in the standard space and then moved anywhere on the screen. This is of use
not only for animation but also for the placement of alphanumerics and weather
symbols.

The next set of modules are those required to scale an image element.

The scaling can either be symmetric in the X and Y directions or can be uneven
so that an element is squeezed either horizontally or vertically. When applied
asymmetrically the result is apparent three dimensional rotation of the planar
element., The symmetric scaling functions are useful for zooming. They also
allow the system to define a useful object at a standard size and then scale

it down to whatever size is desired and to use the translation modules to

place it anywhere on the screen. Note that an image element need be defined
only once even if it occurs several places in an image at different scales,
This feature is very important for alphanumerics. Also the ability to squeeze
an image element horizontally or vertically was included because it allows

a variety of alphanumeric titling techniques.
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A separate windowing module was created because it allows IVAM to pass
through a larger image space or to define split screen and insert images.

A two-dimensional rotation module has also been coded. This will be
used after the satellite mapping module when we have the rotational information
about the orbit. The rotation module will also be used for animation of
weather symbols and objects like the football or the tractor in the video tape
made last year. The module was defined so that rotation can be around any point
on the screen. In the tractor sequence there are two simultaneous rotations.
The first is the slow counterclockwise rotation of the whole tractor about its
front end which produces the sinking of the rear end. Second is the indepen-
dent rotation of the back wheel that shows the lack of traction. Another
example of the need for the rotation module is the rotating wind arrow in the
cable sequence,

An additional module has been defined but not yet coded. This is a module
that transforms one image element into another. Actually the module only
computes one of the steps in the transformation. It must be called successively
from one weather situation to another or from one cloud pattern to another or
from one radar sample to another. It can be used as an alternative to the
cross fade transitions used in parts of the film.

d. Video Chain Modules i

The last class of modules defined and now in the process of implementation
are those associated with translating an image element defined in a continuous
mathematical space into a line and pixel video format and then assembling
these elements into a final video image. The steps in general will run as
follows: computing the intersections of the mathematically defined elements

with scan lines, ordering these intersections by line and pixel number, packing

this ordered format, merging packed elements into a Scan Topology, and then
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filling in the pixel by pixel detail of the image. These modules require a
great deal of thought, suggest myriad options, and represent the rate limiting
steps in the system. Modules have been designed, coded and implemented for
each of these steps. In each case several approaches will be tried and the
final implementation versions are still some time off; however, what exists
provides a test bed in which to develop the other parts of the system. The
current approach is based upon some very sound thinking and will be described
below.

The first step in the realization of an image element is its translation
from a continuous mathematical space into a discrete video space. The module
that performs this function is called the Line Intersect Module. It was
written in FORTRAN because its func;ion is basically mathematical. The routine
traces the curve that defines an image element and computes the intersections
of the curve with TV scan lines as they occur. These intersections are often
a single output array of Y-X pairs defined in our standard video coordinates.

We have defined the upper left corner of the screen to be line 1, pixel 1.
There is no line = 0 or pixel = 0. This means that zero can be used as a flag
value in any of the video modules. Also note that Y values increase as you
move down the screen. This is in contrast with mathematical convention that
usually makes the lower left or the center the origin. This module also keeps
track of the number of crossings and the greatest and least line number crossed
by the curve. This information is passed back to the system where it can be
used for look-ahead purposes by the system and passed on to other modules for
an aid in using memory optimally.

The scan line intersections are computed in the order of their connected-

ness on the curve, However, they appear in the output according to their

line and pixel values. Next to the fill-in process this ordering step may
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be the most time-consuming one in the IVAM system. A number of approaches
were considered. Each had its own advantages in terms of trading off speed
against space. The probleg is that the fastest methods use a great deal of
space with complex images. With simpler images or image elements, however,
these methods work quite well. Therefore the decision was made to order each
image element separately. When this is done the only elements that are large
enough to present a problem are the U.S. grid and very large contours. If an
element exceeds the maximum available space the system simply truncates the
element when it runs out of space and creates a new element that contains the
overflow. Later during the merge step the two parts of element are reunited
into a single curve,

The method of sorting currently being implemented is the Linked Line List
Module., This module uses a combination of indexing and list processing to
accomplish its function. While it uses two words per crossing, it only requires
as many word pairs as there are crossings. This means that the amount of space
it requires for the output data set is exactly the same as that required by the
input data set and varies with the size of the image element., The method used
takes each line-pixel pair and indexes into an array using the line number.

The line entry in this array is the first crossing on this line that has been
found so far. The second word in the entry is a pointer to the entry for the
next crossing which has the same format. The last entry on a line is a zero
pointer field. By allocating the linked crossings as they are needed after

the indexed line array, a %inimum of storage is used. The indexed line entry
makes finding the right line very fast and the ordered linked list of crossings
for each line makes it easy to enter a new crossing into the list by changing
pointers rather than rewriting the list. The combination of the two techniques

in the same algorithm provides for a very fast module. Many of the other
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techniques considered were slower and required setting aside the maximum
amount of space the process will ever need rather than only using as much
as needed for the curve currently being sorted. Also the decision to sort
the elements separately means that at this point in the processing there need
be no curve identifier with each line crossing which results in a space savings.

As mentioned above, the Linked Line List Sort Module uses two words for
every crossing, but this is a working construct. Once the sorting process is
complete the link fields can be squeezed out and the storage required cut in
half. This is useful where a sorted element is going to be stored on disk for
awhile. Or during the image process, use of the packed format may be the only
way it is possible to get all the elements into memory at once. The module
that accomplishes this function has been coded and is called the Pack Module.
The next step in the software video chain is the Element Merge which assembles
the separate image elements into a composite outline image. The module code
takes an arbitrary number of ordered elements in packed format and produces
another ordered list of crossings where each crossing is accompanied by a
curve identifier. Currently the crossing value and the curve identifier are
stored in separate words even when they could both be packed into one word.
The decision not to pack at this time is based on the fact that the fill-in
process is currently being done in software. Therefore, the computer would
have to spend time in both the packing and the unpacking steps. Thus, if the
outline image is consumed immediately after or even as it is generated, there
is no reason to be conser;ing the storage., If an image is to be stored on a
disk then there is a reason to pack it. Or, if the fill-in process is to be
accomplished in hardware, then the unpacking step can easily be accomplished
in the hardware.

The last step in the software video chain is the fill-in process. This

module is written in machine language for three reasons: first it is small;
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second it may be reduced to hardware; and third it is the most heavily used
code in the system. The fill-in process steps through the curve intersections
listed in the outline image, resolves priorities, i.e. which domains are in
front of others, and t%en assigns a value to each pixel between the crossings.

After each pixel is generated it can either be output immediately or
accumulated into a line buffer. This decision depends on the characteristics
of the data path to the display refresh. If there is a random access refresh
buffer, the pixel values can be transmitted as generated. If, on the other
hand, they are sent down a limited bandwidth serial path, as will be the case
with the disk refresh on the Remote Terminal, then the output process requires
a fair amount of handshaking and buffering.

The modules described above provide a complete video chain. Examples of
each have been coded. They allow the IVAM team to start addressing some of
the peculiarities of digital video. New or alternative modules can be fitted
into the existing chain. Because of the modularity, it is easy to work with
any step in the chain. The reason for establishing this point as a goal was
that now another part of the IVAM effort has become independent of the others.
The support now exists for image quality studies to proceed without assistance
from the systems people who will be working on the image formats and the operat-
ing system. )

e. Image Formats and Control

The modules describeq in the last section perform the computations that
generate and manipulate image elements. The constructs to be described now
are used to specify how these image elements will be assembled into complete
images. Also of interest is the software designed to make use of two signifi-
cant devices in the development system: the data tablet and the video tape

recorder.
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During the past year the semantic structures have undergone considerable
coﬁceptual maturation. A year ago there were several data structures that
were of fundamental significance to the IVAM system. These were Data Sets,
Descriptor Nets, Opera%ion Nets, Structure Nets, Image Formats, and Semantic
Nets. All of these entities still exist but their functions have been altered
and refined considerably. Before,each data set was qualified by a descriptor
which would indicate its parameters, the Structure Net required to navigate it,
and its semantic significance. Now,the descriptors and the data sets still
exist and are still related except that the descriptor has assumed a much
broader function while the data set is the very lowest construct having no
other function than the storage of data. The format of the data set used to
be called out by the descriptor, which indicated a particular Structure Net
that was to be used to navigate the data set. The Structure Net was a specifi-
cation for the algorithm to be used to access the next datum. However, as the
authorization for and the delivery of the IVAM hardware was delayed further
and further, the generality of the Structure Nets was constrained in order to
speed implementation. In the past, modules were absolutely independent of
the format of the input data sets. Now a number of standard formats have been
specified. Each module is specific to these data formats. Format independence
exists, but at the system level, and now it exacts a performance price when
used., Now, when a data set is not in the format expected by the next operation,
a format translation module is invoked which makes the data compatible. The
Structure Net, when it exists, refers to disk files and is pointed to by the
Data Set Directory.

The Data Set Directory is a new construct which is shared between the

Physical Operating System and the Semantic System. The Semantic System deals

only with the existence and directory identifier of a data set while the
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Physical Operating System is concerned with its length, format, location,

etc, A data set entry may or may not have a descriptor associated with it.
System data sets which exist apart from any particular image do have their

own descriptors, while;in—process data sets, i.e. those intermediate products
generated during the production of an image, are feferred to by terminal nodes
in the descriptor for the image, but have no descriptor of their own.

The Descriptor then has changed a great deal., 1Its physical structure has
changed little, but that structure has been found rich enough to accomodate
additional function. This development is less the result of a single dramatic
decision than the outcome of an evolution that occurred as we designed these
structures and then redesigned them around RSX-11M,

The current descriptors combing the function of the scenario, presentation
segment, image format, dependency net, and descriptor into a single construct.
The origin of this generalization was in the design of the Image Format. The
Image Format is a very general specification for an image or an image element.
It is not associated with any particular time, location, weather parameter,
or color assignment. It simply divides the image into a number of domains
which can in turn be divided into subdomains. At this point it was already
apparent that there would have to be an element of recursion in the definition
of an Image Format. This became unavoidable when we considered the case where
we wanted to include a complete image as an insert in another image. In such
an image the Format contains a complete image as a subset and so the defini-
tion of an Image Format has to be recursive, i.e. an Image Format is defined
in terms of image formats.,

Once this step was taken it was easy to think of an image format as
including more than one image or a sequence of images. To accomplish this

change several new node types were required. The Image Format itself requires
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the definition of a variable node which is looking to be bound to a particular
parameter. Then there was the image node which indicates that all subordinate
nodes are to be assembled into a complete image to be shown for a given amount
of time. If one image' node is subordinate to another, it will be surrounded

by manipulation nodes which indicate how this image is to be scaled and trans-
lated before being inserted into the controlling image. A repeat node indicates
that the image subordinate to it is to be repeated so many frames. However,
the repeat node branches if there is partial animation. The animation branch
indicates what parameters and what manipulation modules are to be applied to
the subordinate image elements. The animation of completely different images
would appear as simply a sequence of image formats in the descriptor. When

the repeat and animation nodes are applied to whole images rather than to image
elements the descriptor is being used as the specification of a segment and
then a scenario without any change in its structure.

In use, the descriptor is not a static specification. On the contrary,
the descriptor is continually being altered as the image generation proceeds.
At any moment its state is a complete description of what remains to be done
given the results attained so far. Each of the nodes in the descriptor corre-
sponds to a module and its subordinate nodes are the modules that produce its
input. When the subordinate nodes have been processed, they collapse into
data sets. When all of the nodes subordinate to a given node are also
collapsed, the system seegs to apply the module corresponding to that node to
the data sets subordinate to it. The system consults the operation net
associated with the module to verify that the subordinate data sets are indeed
suitable as the module parameters.

At any point in time the descriptor may not exhaustively list every

module and every data set required to achieve the desired output. Instead the
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descriptor may contain macro nodes which represent a group of nodes. The
system then expands these macro nodes only when it is actually about to
process that part of the image. This allows a shorthand form of segment
specification that geté specific only when the system is ready for specific
instruction. These expansions require a series of very simple structures
at the systems level which constitute a transition net grammar.

In addition to these changes in the IVAM Semantic System we have purchased
two pieces of equipment which are primarily intended to assist in image genera-
tion. The first of these is the data tablet which is a very important part
of any computer graphics development program. It provides an easy way to enter
graphic information into the system. The tablet will be used to generate
domain-defining curves that will be psed as test data for the plotting soft-
ware and the color assignment algorithms. The tablet will also be used to
define complicated control patterns such as.those used to control enhancement,
animation, and those defining texture. The basic mechanisms associated with
the tablet will allow the developer to define, name, store, and edit curves.
Then these curves can be applied anywhere in the system where such a data set
is expected as an input. The tablet software is specified and coding will
begin in late April.

The video tape recorder is the second significant tool for image develop-
ment., The software being designed for it will allow IVAM to create demonstra-
tion tapes of professional quality. Since this recorder will be under com-
puter control it will be able to do frame edits which will overcome some of
the throughput limitations of the development system which uses a display,
which must be loaded through a low bandwidth channel. Without this recorder
we would be able to record only the shortest sequences before there would

have to be a very obtrusive loss of synch due to a bad edit.
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D. CONCLUSION

The overall result of the year's effort was impaired by the delays in
the authorization and délivery of the hardware. Nevertheless considerable
progress was made in the finished specification and coding of machine
independent IVAM modules which are running on both McIDAS and the Univac
1110. A very mature system concept has been defined and is now being imple-
mented. Also there has been significant experience with the digital video
display on McIDAS. The support systems are fully defined and ready to be
implemented as soon as the rest of the interfacing is completed. The current

state of the software effort can be broken down as follows:

Areas of Effort % Completed
Operating System . 20%
Image Formatting 30%
Modules 50%
Testing Results 30%
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IV. HARDWARE CONCEPT STUDIES

A. THE IVAM SYSTEM

The job the IVAM systém is to perform is a straight-forward one, although
it takes a relatively complex set of equipment and software to accomplish it.
The IVAM task is to convert weather information from the several formats in
which it exists to high quality television presentations automatically and
without delay. The task does not include interpretation or analysis functions.
Both the input data formats and rates, and the output video sequences are
known completely by the system before it starts to work. The IVAM task is a
production job, and the system is being designed to do the production job and
nothing else,

Figure IV-1 presents a much simplified block diagram of the IVAM system,
Several aspects are worth noting:

1) There are three input storage devices: the AFOS data base which re-
ceives and stores selected information from the National Distribution Circuit;
the GOES image digital disk (similar to the NESS Satellite Image Sequencer);
and the video tape library which holds several hundred local area weather
examples. Each of these devices is tailored to the type of data it stores
and the input-output requirements for that particular data set.

2) The IVAM system is divided into two major subsystems connected by a
medium-sized digital storage disk. In the Controller and Element Generator
subsystem the jobs are tof

a) Program and control the entire IVAM system

b) Acquire the meteorological data from the AFOS data base and

prepare it for IVAM processing
c) Generate graphical image elements required to describe meteorological

parameters, maps, contours, etc,
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d) Merge the image elements into sets corresponding to final TV frames

e) Convert the information from image element format to sets of image

element/TV raster line intercept designators

f) Output the elément/line intercept sets to the Disk File

The control task is continuous but it never becomes a large-scale job
in comparison to processor load. It is the image element production that deter-
mines the size of this part of the system. Weather information enters the AFOS
data base continuously with specific message formats being repeated at periods
of one, three, six, twelve, and 24 hours. Some information, such as emergency
notices, will be received on a non-scheduled basis, but these are exceptions.
Since the IVAM controller anticipates these scheduled input times, and because
it knows what the system must produce during the next several hours, it sche-
dules the production of image elements at a steady, nearly uniform rate. 1In
this way the basic image parts are produced most economically and then stored
in a form which takes minimum space until needed by the video assembler and
producer,

3) The Disk File holds only element/line intercept sets and their labels.
Storage of inactive software modules, segment descriptor files, grid point
data sets, and other basic production tools is in smaller disks which are part
of the Control and Element Generator subsystem. Since most image elements
will be used more than once, the Disk File reduces the production job of the
element generator by a large factor as described below.

4) The Video Assembler subsystem is a hardwired special purpose pro-
cessor. It performs a number of specific processing tasks in a tightly time-
controlled serial assembly line fashion. As directed by the IVAM controller it:

a) Retrieves from the disk store the element/line intercept block

required to make up a specified TV frame
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b) 1Inserts alphanumerics
c) Fills in the space between the raster line intersects to make up
a complete line
d) Places GOES image in one frame of a three-frame digital buffer
when required
e) Writes graphic image into buffer overlaying GOES image if present
f) Reads the completed frame out of the buffer at full video rate
(30 frames/second) as many times as required to meet segment speci-
fication and builds up next image in second buffer at the same time
g) Converts image from digital to analog signal in NTSC format and
performs time base correction. Product is completed.
h) For narrow-band transmission to remote cable outlets via conditioned
telephone lines, the appropriate finished images are transferred to
a low output rate buffer (Note: the need for this service is not
firm and the buffer is a design alternative not yet incorporated in
the IVAM program)
i) As appropriate, sequences from the video tape library will be fed
directly into the time base corrector
The satellite image, when required, will be written into the buffer at
full TV rate and then the graphics will be over-written at 1/6 TV rate. The
graphics pixels will be flagged with an extra bit so that only these pixels
will be color-converted.
A three frame buffer is required in the Video Assembler so that fade
dissolves between two images can be produced without losing output continuity.
Dual channels must be provided from the buffers through the digital-to-analog

converters because the images cannot both be colorized and fade-merged in

digital form - the fade dissolve merging must be done using the analog signals.
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The dual channels also permit a large variety of color, texture, window and
other special effects to be created without adding to the load on the

Element Generator subsystem.

3

B., SYSTEM TIMING AND SIZING

It is easier to work backward through the IVAM system since the output
rate is firmly determined at 30 frames per second and the output volume is
relatively well-fixed at 20 minutes of TV segments per hour. The 20 minutes
is made up of one full update of cable TV presentation (5 minutes) per half-
hour and up to ten minutes of segments to be sent to broadcast stations per
hour. The total output of frames is:

20 minutes x 60 seconds/minute x 30 frames/second = 36,000 frames

Previous studies of simulated IVAM presentations and similar TV programs
show that each TV frame is repeated from 6 to as many as 120 times. At six
repetitions per frame the Video Assembler subsystem must be capable of accepting
a peak rate of 5 new frames per second. The average new frame rate will be
much lower.,

If we examine TV graphic images, we find that the most complex average
fewer than 20 image element intersections per TV line. Using one word for
each element/line intersection, the maximum number of words required to describe
a set of image elements for one TV frame is

485 lines x 20 crossings/line = 9700 words/frame

We will probably store the image elements on the Disk File in this line
intersect format. Therefore, at five new frames per second we would have the
maximum transfer rate from the Disk File of 50K words per second - a rate
which can be met by available disks even after making generous allowance for

disk access and head movement delays.
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The output of the Element Generator subsystem can be at a much lower rate.
The rate at which new sets of image element/raster line intersects must be
generated is the product of the following factors:

1) Element genergtion can be going on continually whereas the Video
Assembler will operate only 20 minutes per hour. This fact lowers the data
rate of the output of the Element Generator by a factor of 1/3.

2) The rate of element generation is determined by the average number of
times a frame is repeated, not the minimum number. Experience with the IVAM
films has shown that on the average each frame is repeated 25 times reducing
the element generation rate to 1/25 that of full video.

3) While the TV images delivered to the broadcast nets will appear to
be quite different from those sent to the cable TV outlets, many of the images
in both sets will be generated from the same element/line intersept sets.
Also, each hour's presentation will include images from data more than one hour
old. We estimate that these two factors reduce the new frame production rate
by at least 1/3.

Therefore, the total number of new output frames to be computed each
hour is:

36000 frames/hour x 1/25 (average repetitions per frame) x

2/3 (previously generated frames) = 480 new frames per hour
or a new frame must be computed every:

480 new frames/hour= 60 min./hour =60 sec./min. = 1 new frame/7.5 seconds

The Controller and Element Generator subsystem is being developed to
operate at this rate.

The Disk File must have the capacity to store all cof the finished sets
of image element/raster line intercepts which the Video Assembler subsystem

will need. We believe the total of these sets will be very close to the
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following:

480 frames one hour old or less

120 frames one to six hours old

60 frames six to 48 hours old

20 frames of '"permanent" images

—

680 total TV frames of intercept sets
The maximum number of words per set is 10,000 and the minimum is about
2,000 with the average being close to 6,000 words. Therefore the Disk File
must have capacity for:
680 sets x 6,000 words x 2 bytes/word = 8.16 megabytes
High speed disks which meet our delay time and transfer rate require-
ments, and which have a capacity of 9.6 megabytes are available as standard

equipment at moderate cost.

C. AFOS INTERFACE

The AFOS/IVAM interface cannot be specified completely until some time
in the future; however, it is not too soon to start formalizing the interface
requirements. What follows is an initial specification of IVAM requirements
and a discussion of possible alternative interface approaches. This is a first
step in the interface definition process. It is hoped that this first cut
from the IVAM point of view will assist the AFOS Program Office so that what
now appear as distinct systems can be integrated into an operational whole.
IVAM is predicated upon a successful AFOS system. AFOS gathers, distri-
butes, and stores the nation's weather data. IVAM must make use of the AFOS
data base., IVAM will be particularly interested in Service A, Service C,
and all graphic products and forecasts. Local radar will be of great interest
if it is incorporated into the AFOS data base, or if it is available from
some other source in a format which IVAM can accept.

In many cases IVAM can use the AFOS data as it is currently planned to
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be stored; however, there are three categories where changes in the AFOS data
format would make our task easier. The most important is graphics, AFOS
graphic products are planned to be transmitted in a form that is directly
compatible with the AFOS display devices; however, the significance of the
parts of the image is lost in the transmission format. The alphanumeric
information labeling the contour curves is transmitted separately from the
curve itself. This works fine for AFOS because the label is placed near the
curve by thg display and the operator makes the association. But for IVAM to
try to determine which label goes with which curve on the basis of position is
a very elaborate process which is not guaranteed to succeed and could be easily
avoided. This information is available in the programs at NMC and is not
planned to be transmitted because thgre is no need in AFOS. It would be easy
to include the labels with the curves. We request that there be agreement in
principle that this change will be made. The exact format can be decided later.
In informal discussions with members of the AFOS Program Office, the advan-
tages and disadvantages of transmitting graphic data in the variable exclusion
vector code were discussed. We would like to suggest that sending the basic
uniform grid point values in an optimized (i.e., redundancy removed) code be
considerad as an alternative. Based on the limited information available to
us, the advantages of this approach could be:
1) Greater efficiency because the message length might be reduced by
a factor of two to four
2) Greater commonality because uniform grid values can be used by
any graphics generation process while the variable exclusion
vector code is peculiar to the projected AFOS hardware
3) Much more convenient to IVAM which must now add software to convert
the vector code whereas we could use grid point values directly

4) Reduced effort at NMC since it would not have to convert grid
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point values to vector code

The only disadvantage would appear to be the need to augment the AFOS
display software to generate displays from grid point data. We are not able
to assess the impact on AFOS, but it might even be an advantage since the
necessary software is available from several sources.

There is also a class of products which are transmitted as unformatted
English text. While these items are conceived as communication between human
operators they present a problem to an automated system which must substitute
software for intelligence. The more of this information that can be con-
strained to fixed formats the more will be usable by the IVAM systemn.

We would also like to suggest that significant system advantages could
be realized if the use of ASCII text as the major storage and transmission format
were changed to binary or some relatéd abbreviated format. This would especially
apply to data which is mainly numeric, such as the Service A and Service C data.
The major advantages of this suggestion are:

1) The transmission time of the messages over the NDC would be

greatly reduced. We estimate reduction by a factor of from two
to four.

2) _ It would reduce the AFOS disk storage requirements by the same factor.

3) 1In the event that AFOS will ever do any analysis of the data, it is

much more convenient to retrieve the raw data directly, rather than
to have to scan the ASCII text for the selected parameters.

4) It would reduce tge IVAM load of retrieving weather data for the

same reasons as 3) above.

Of course, it would be necessary to use some type of abbreviated format
to avoid the potential conflict between pure binary and the ASCII control

characters used by ADCCP (ETX, DEC, etc.). However, such formats exist (and
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others can easily be developed) to convert an 8-bit integer number into no
more than two 8-bit characters, which in no way conflict with any of the ASCII
control characters. This format would only be needed for transmission of the
data. It could be stored on the disk as pure binary.

The major disadvantage of this scheme is that in displaying the data, a
binary-to—-ASCII conversion is required for each data-value. However, this is
a simple step and can be done without slowing down the diéplay process.

The data transfer relationship between IVAM and AFOS becomes very impor-
tant because on the one hand IVAM represents a potential load on AFOS and on
the other hand AFOS represents a potential bottleneck to IVAM. It therefore
seems prudent to plan for peaks but to operate in such a way as to avoid them.
One way of doing this is for IVAM to take relevant AFOS data as it comes in and
not to wait until it has a real-time requirement for a given product. On the
other hand it should be recognized that a certain amount of the data will be
needed quickly, for it is the nature of both IVAM and AFOS to be interested in
the most up-to-date information. Therefore a high bandwidth channel should be
provided even if it is not fully utilized.

In software terms there are several possible relationships between IVAM
and AFOS. At one extreme IVAM is passive and AFOS notifies IVAM when new
data arrives and transmits it as soon as IVAM is ready. At the other extreme
AF0S is passive and IVAM continually checks the AFOS data base to see if new
products have arrived. A number of such possibilities will be cited below.

1) AFOS could simply let IVAM tap off the NDC or the WSO line directly.
This is not desirable because IVAM would have to monitor all transmissions to
determine which were of interest. It would also have to deal with the ADCCP
protocols which have already been observed by AFOS. IVAM would rather not

duplicate any part of AFOS.
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2) AFOS could have a list of products of interest to IVAM and send
them automatically in accordance with a fixed input schedule.

3) AFOS could send IYAM the PIL entry for each new product as it
arrives and let IVAM then indicate whether it wants the message data.

4) IVAM could continually check the PIL for new products. However,
while it is easy to find the latest product from the PIL it is more difficult
to determine whether the "latest' entry is also a "new'" entry unknown to the
IVAM system as yet. To do this IVAM would have to save the last version of
the PIL and compare it with the new version. Those entries in the new PIL
which were not in the old PIL would, of course, be the new products.

The best IVAM/AFOS relationship probably is a combination of those listed
above. Most of the traffic between the systems will be the routine automatic
transmission of relevant products originated by AFOS as per option 2. The soft-
ware constructs necessary to provide this service may not exist nor be natural
within AFOS, in which case it may be necessary to use option 3. IVAM would
maintain the list of products in which it was interested and check each new
PIL entry against that list. As the deadline approached it would check to see
which products had arrived and keep requesting those either until they came in
or until it was too late. Thus there should be both a notification and a
request capability. We prefer option 2 with a request capability to be used

only for exceptions.

1. Software

Once the products have been transmitted to IVAM,additional software is
needed to translate them into a form suitable for IVAM. This is necessary
because of the difference between the AFOS data base and the IVAM data store.
AFOS currently thinks in terms of messages designed to communicate directly
with a human operator through a high resolution CRT display. IVAM, on the

other hand, must automatically take data designed for professional meteorolo-
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gists and turn it into displays which communicate to the lay public over
standard TV. This means that IVAM must take data out of its message format
and disassociate it from itg source, such as Service A or Service C, and just
present the weather quantities the public understands.

Also, graphics products which are encoded in terms of the raster charac-
teristics must be decoded from their variable exclusion vector format, trans-
lated into the IVAM standard coordinate space, and rescanned by a 525 x 672
raster. Some sort of smoothing function may be required if the two digitizing
steps interact in an unfavorable way.

Computer worded forecasts and verbal texts present a more difficult pro-
blem. While keyword analysis is possible, comprehension of natural language is
a difficult problem and beyond the scope of the IVAM effort. Therefore it would
be simpler if IVAM could receive the.data underlying the computer worded fore-
casts. Where a format is filled in it would be easiest to receive the data in

a fixed format where the significance of each field is already known.

2. AFOS Control

In addition to the software required for IVAM to make use of the AFOS data
base there must be additional software to allow the AFOS operator to control
IVAM. While IVAM is honestly presented as an automated system, it is but part
of the AFOS system, an AFOS output processor which should be controllable by
the AFOS operator. There are several reasons this feature is desirable:

1) In extreme weather situations the AFOS operator may want to take
control of IVAM and communicate directly to the public.

2) He may want to assemble his own scenario for special situations.

3) IVAM will be sized to handle its peak loads which will tend to
occur around the times of network broadcasts. At other times IVAM may have

extra computing capability which would augment that available to the AFOS system.
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4) During the field installation process each site will have its own
peculiar needs which are best met locally. Therefore, the installation opera-
tor will have to interact with the system through the AFOS terminal because
IVAM will not have its 'own terminal. The alternative is that he bring a
portable control device to address IVAM.

In all of the cases described above, systems software is required to
effect the communication and control, and decisions as to where the software

is to reside must be made during the next several months.

3. Hardware

There are a number of points where IVAM could physically interface to
the AFOS system. The trade-offs here are speed versus the existence of soft-
ware support for certain interfaces. To some extent the hardware options
parallel the software options mentioned earlier.

1) 1IVAM could interface directly to the NDC. To interface directly would
be expensive because of the cost of a modem. Even after the modem IVAM could
only eavesdrop, it could not be an active participant in the NDC. This means
that not only would IVAM have to deal with all of the line protocol, it would
have to recognize situations where a station did not acknowledge a transmission
and a block was sent again. We oppose this alternative.

2) IVAM could interface through the EDS-8 interface and maintain the
ADCCP line protocols. A modem would not be necessary. If this line is run at
2400 baud or 9600 baud it is too slow to be convenient. However, if it can
be run much faster it may be adequate if not ideal. The advantage of this entry
is that the software hooks already exist.

3) IVAM could interface directly to the AFOS graphics bus and appear to
be another operators display. This seems to be a relatively natural interface
because IVAM could simulate an AFOS operator and would get data without main-
taining any communication protocol.

IV-14



4) IVAM could interface to AFOS through a DMA bus similar to the one
joining the AFOS Communication and Display processors. This would provide
the needed bandwidth and may have some of the software support needed already.
More software would have to be added to AFOS to allow data transmission across
such a line. This method seems appropriate in that it is the AFOS interpro-

cessor communication already.

4. Summary

The AFOS/IVAM interface must meet the following criteria:

1) It must provide IVAM complete '"read only'" access to the AFOS data base.

2) The AFOS data must be in a form which is usable or translatable by
a computer program.

3) Annotation should be available with graphic products so IVAM can
determine the significance of each of the graphic elements.

4) A control interface between AFOS and IVAM needs to be defined.

5) The data interface should be a high bandwidth DMA channel such as

the interprocessor or graphics channels.

D. DEVELOPMENT SYSTEM PROCUREMENT

A year ago we stated that the development of the IVAM system must provide:

1) Flexibility for an optimum interface of AFOS and IVAM to be defined
at a later date.

2) Flexibility for a good interface of IVAM to the media when the
specifics of distribution are confirmed.

3) Maximum advantage of latest developments in new hardware technology.

A further consideration stated was that the software developed must not

be limited to running on the machine of a single manufacturer, but the hardware

choice must also allow development of general software which runs (or can be

IV-15



easily adapted to run) on any machines of appropriate power. Our activity
in hardware evaluation and in the bid evaluation process during the past year
has been consistent with those goals expressed a year ago.

During the past yéar we have purchased and received delivery, or are
fabricating the equipment required to implement the Control and Element
Generator subsystem of IVAM. This is the "front" part of the final system and
it contains nearly all of the software and performs nearly all of the data mani-
pulations up to formation of TV images. We intend to use this equipment to
develop and test software while we specify and procure or develop the equipment
for the "back" end of the system. We intend to have the entire prototype
system operating and ready to interface with AFOS in the fall of 1977.

The prototype equipment for the Control and Element Generator subsystem
cannot produce a completed TV image by itself; therefore, until the rest of
the system is in hand it will make use of the existing McIDAS data display and
analysis system. The McIDAS capabilities are not optimum for IVAM but they
will be adequate for test purposes. As the Video Assembler and Producer hard-
ware becomes available functions provided by McIDAS will be replaced with IVAM

dedicated hardware.

E. PROTOTYPE ELEMENT GENERATOR SUBSYSTEM CONFIGURATION

Several hardware configurations were studied for use as the development
system. Since the exact size of the system needed cannot be determined until
the software is largely de;eloped, the subject of expansion capability was
carefully considered. After all, ending up with a system capable of doing
90 per cent of the required task is a failure.

The single processor approach was abandoned early in the study, for the
only guarantee of having adequate system capacity with a single computer was

the choice of computer far exceeding the budget. Further arguments against
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use of a large single computer are: (a) the inability to implement the
final hardware in incremental fashion, and (b) far less likelihood of rapid
decline of the purchase pripe in the next several years.

Only the hardware 'required for the prototype Controller and Element
Generator subsystem was considered for procurement last year. Two basic con-

figurations discussed below, and variations of them, were analyzed in detail.

1. Data Communication Bus

The basic Communication Bus configuration, shown in Figure IV-3, is
designed to have at least four processors configured to allow transfer of data
between any two of them. The system is expandable to accept additional pro-
cessors, memory, or hardware devices as needed.

Since the ratio of data transfer to processing is expected to be high,
the design of the interprocessor communications is of crucial importance to the
performance of the system. Such-transfers will consist mainly of block data
rather than individual words so it is not necessary for all processors to share
a common address space. Data transfer will be initiated by the control computer
but may actually be effected by a microprocessor or a hardwired bus controller.
Since this process may involve more than one computer it is imperative that the
transfer process not interrupt or degrade the processing of any machine more
than necessary. Several alternative approaches, all based on the Communication
Bus concept, were considered:

a. Approach #1: The first approach, shown in Figure IV-4, furnishes
each machine with at least two dual port memories as well as a small amount of
dedicated storag=s. Each dual port memory would be accessible to both its
CPU and to the communications bus. Since the dual port memories on each pro-
cessor are independent, the CPU could be working in one memory while the commun-
ication bus is filling the other. When the CPU has done its task in one
memory it would signal the controlling processor that it was done and start
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working in the other memory. Note that the transfer in no way impedes or
degrades the performance of the CPU.

In this configuration it is desirable that the amount of memory accessible
by the communication bus not be constrained by an arbitrary limit. It is
worth noting that '"dual port" here refers only to the ability to reference
the memory from two different buses. This can be accomplished by simple
electronic switching between the two buses or by true dual porting where the
memory has two independent sets of addressing hardware.

b. Approach #2: The communications computer could have the pair of
dual port memories associated with each of the subordinate processors within
its address space as shown in Figure IV-5. 1In this case the transfer of data
from one machine to another would be'seen as a block transfer within the communi-
cations machine. ©Note that the transmission of data from machine B to machine
C operates at program rates and may ''steal" machine A cycles of up to 50%.
However, if machines B and C are operating in their other dual port memories
they are unaffected. Since a minicomputer having a large address space is
likely to be more expensive, this alternative seems less desirable than the
first approach.

c. Approach #3: 1In using a machine with an extended address bus as the
communication controller, at least that processor is lost to the system during
transfer. Therefore the question arises whether that machine can still
accomplish functions other_than data transfers. One way of relieving the
communication burden on the computer whose bus has access to every machine's
memory is to create an additional interprocessor path that is dedicated to
transfers between two of the machines, as shown in Figure IV-6. This lowers
the volume of traffic along the main bus. However, the software in those

machines would have to be more sophisticated.
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d. Approach #4: Approach #2 could be modified by using only one dual
port memory per subordinate processors as in Figure IV-7. 1In this case the
interprocessor transfer further degrades the system in one of two ways. If
the subordinate proceséor is operating within its dual port memory, its pro-
cessing is degraded and perhaps precluded by the cycle stealing of the transfer.
On the other hand, if the subordinate processor is executing within a dedicated
memory, some overhead would be incurred when it moved its data to that memory.

e. Approach #5: Each of the computers could be fitted with conventional
single port memory and a standard DMA channel as in Figure IV-8. The communi-
cations processor would then have a second back-to-back with each of the other
processors. Interprocessor transfer from B to C would then be a two-step
process. The first step would be a DMA transfer from machine B to the communi-
cations processor which would degrade that machine's performance.

f. Approach #6: A special DMA processor could be built as shown in
Figure IV-9. This option would again assume that each of the subordinate pro-
cessors has its own DMA. Then a path would be established tying the output
of the DMA from one machine into the input to the DMA for another. In this
case a transfer from machine B to machine C would be a one-step process which

would degrade both machines simultaneously but would not require the

communication processor to have its own storage.

2. Crosspoint Memory Approach

Since the nature of the data processing is more one of manipulation and
formatting rather than actual processing, a method of memory pooling was
investigated, as shown in Figure IV-10. Each processor would have its own
dedicated memory in addition to the access to the common memory. Address
space and access are potential items of contention and were studied in detail.

A configuration which evolved is a CROSSPOINT System very similar to the HYDRA
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system used at Carnegie-Mellon University. The key element in the system is
the crosspoint switch, a multi-element switch which has the capability to
connect any processor to any memory block. The protocol of switching would
allow any number of meﬁory blocks to be connected to any one processor,
within the address space of the processor, but only one processor can be

attached to any memory at any point in time.

F. COMPARISON OF THE TWO APPROACHES: COMMUNICATION BUS VS. CROSSPOINT

1. Communication Bus

With the Communication Bus there is a single limited bandwidth communica-
tion channel through which all interprocessor data communication is routed.
This communication consists of physically moving data from one computer to
another. This transfer:

1) takes time

2) ties up memory on both processors from the moment the transfer

is requested until it is completed

3) may require a dedicated processor

4) may become a bottleneck as the communication path saturates

and processors have to wait for their data

The Communication Bus can be implemented in several different ways
depending upon what is bid. The difference is the bandwidth of the Communica-
tion Bus and the amount of processor power required to drive it.

a. Options )

1) Software Control of Transfer: The data is transferred a word at a
time under program control requiring 6.2 microseconds per word, yielding a
bandwidth of 161 kilowords/second. Assuming 5000 words of data and/or program

to be transferred per program step, the system can handle 32 transactions per

second.
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2) Firmware: This option is available only with certain manufacturers
and uses microcode instructions to control the transfer. The speed of the
microcode can be estimated at 2 microseconds per word or a bandwidth of 500
kilowords per second. qusuming 5000 words to be transferred per program step,
this system could handle 100 steps per second.

3) Hardware: If a hardwired block transfer controller is made for the
bus, the communication bus becomes completely independent of the processor bus
and thus frees a processor to do useful work. The speed of the transfer is
limited only by the speed of the memory and should be better than 1.4 micro-
seconds per word or 714 kilowords per second. The performance of this alterna-
tive is independent of the processor speed. Assuming the need to transfer
5000 words per program step, this al;ernative could handle 143 transactions per
second. The Communication Bus slows down the system as soon as there is a
processor which is held up because another processor is using the Communication
Bus. This situation will occur long before the Communication Bus itself is in
use 100 per cent of the time. 1In fact, as soon as bus utilization reaches 20
per cent, some contention is to be expected. The bus can be considered
saturated as soon as its utilization climbs above 50 per cent. The problem is
alleviated somewhat because only three processors would be doing work and thus
generating request for transfers.

No one can say for sure that the Communication Bus will saturate at any
particular load level because software could be designed to minimize that
danger. The answer hinges on the ratio of transfer and processing. If the
amount of time required to input to and output from a module is small relative
to the time spent processing within the module, then communication would not
be too great a problem. For some modules already coded, the ratio of process-

ing to transfer is about 25 to 1.
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Use of microcode instructions involves a considerable amount of additional
programmer time and the additional processor speed gained must be weighed

against the development time of the project.

2. Crosspoint

With the crosspoint system data is not physically moved from one memory
to another; instead the memory containing the data is reassigned to a different
processor, an action requiring only a few microseconds. Obviously switching
an entire memory is faster than moving its contents a word at a time. With
10 memory modules of 8K each which can be completely reassigned in less than
50 microseconds the theoretical bandwidth of the system is:

1,000,000
50

While it is unlikely that the processors could make meaningful use of this
capability, it is clear that system performance will not be limited by the

interprocessor communication paths.

G. ARGUMENTS BY CONFIGURATION

1. Communication Bus

a. Advantages
Off-the-shelf components
Likely to be standard product in the future
Likely to decline in costs
Simple and reliable i
Fasily expandable until the bus saturates
Software, firmware and hardware are not wmutually exclusive; the optimum
mix of the three can be changed later if desired
b. Disadvantages

Transfer data slowly

Limited bandwidth transfer chamnel may saturate and limit performance
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c. Unknown
Cost: Not currently available as a system; prototype copy must incor-
porate one-time costs, future copies' cost unknown
Programming: The;protocols for communication bus control must be
carefully worked out to allow optimum use of bus transfer.
Avoidance of bus saturation would require careful vigilance on the
part of the implementers. It will always be an important constraint
which could kill the system. With the crosspoint this issue is avoided
completely; the designers will spend their time working on problems

that are more uniquely IVAM.

2. Crosspoint System

a. Advantages
Extremely fast, transfer time transparent to the system
Processors not involved in transfer are available for processing while
other processors are transferring
Control of the system will not require a dedicated processor
A working example (at Carnegie-Mellon) exists
Development prototype will perform much like a production model
Software development can progress rapidly because contention for
priority on the data channel does not exist

b. Disadvantages
The multitude of cablés needed for switching may cause reliability
problems
Not likely to decline in cost because major cost is mechanical--cables,
connectors, etc.
Expansion difficult because number of switches grows as the product of

the processors and memory blocks
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c. Unknown
Large blocks of switch hardware may be expensive, depending on hardware

vendor choice

3. Summary

There is clear performance advantage to the crosspoint system. Earlier

concern that costs might be prohibitively high has been dispelled.

H. HARDWARE PROCUREMENT

A hardware specification was prepared for the multi-processor system, out-
lining the requirements for system components separately. The Request for Bid
asked for bids on any single item or combination of the following:

1) Entire system with dual port memory

2) Entire system with single port memory

3) 1Individual processors or peripherals within the system

4) Any other option which the bidder felt might meet the requirements
Also required in the bids were inclusion of any additional cost associated with
use of the equipment, such as documentation, software, software licenses,
maintenance, special interfaces and other support.

Requests for bids were sent to over 50 manufacturers of computers,

peripherals, and systems. A copy of the RFP is attached as Appendix A.

1. Bid Evaluation Process

Bids were received from 20 companies, covering complete systems, peri-
pherals and components only. The bid evaluation was done in two steps,
technical evaluation with no knowledge of cost, then a second step with cost
and performance trade-offs considered.

a. First Step - Technical Evaluation

A technical evaluation committee was named, made up of two system
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programmers, one applications programmer, one electronic engineer, and one
systems expert from the Computer Science Department. Technical evaluation
was based on the computer system in the proposed configuration or applica-
tion of individual computers proposed to specific configurations of cross-—
point or communication bus. Seven manufacturers of processors bid and the
bids were separated into two groups: bids generally meeting requirements
and bids not technically acceptable. Several of the bidders proposed more
than one approach and each of those bids were evaluated separately. An evalu-
ation form was used for numerical scoring of the bids and is attached in the
following pages.
b. Second Step - Cost versus Performance Evaluation

Of the top four configurations bid, three were from Digital Equipment
Corporation (DEC), using PDP-11 type machines. The Bus Window is a new system
development from DEC, not yet released, but being developed for the telephone
company in Canada. It is a data communication bus similar to our design but
uses ''time slices" on the bus for the transfer of data. The bus has a rigid
use structure in terms of time multiplexing and would not allow optimum use
of the bus for data transfer as needed for IVAM. 1In addition, delivery of a
Bus Window system from DEC in the near future seemed doubtful and could delay
the development of IVAM software even further.

The real trade—off was between the Data Communication Bus system using
DEC computers and the Crosspoint Switch System using DEC computers. Using
the standard PDP-11's, the cost of the crosspoint is high because the cost
of hardware component compatible with the DEC UNIBUS is high. However, using
the new DEC microprocessor board, LSI-11, the cost drops dramatically. The
basic processor costs less than $1,000 each, low-cost memories are available,

and the mechanical hardware associated with the LSI-11 is low cost. The
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combination of a PDP-11/40 for system control and main processing with LSI-11's
for subordinate processors is by-far the most cost effective purchase of
processing power. Two very powerful software operating systems, RSX-11M and
RSX-11S, are available 'on the processors so that the crosspoint operating

system primitives can be developed and implemented later as the system pro—

gresses.
TABLE IV-1
PROCESSOR/CONFIGURATION FINAL RANKINGS
Processor Configuration Average
1. DEC Crosspoint 85.93
2. Data-100 Crosspoint 84.08
3. DEC Comm. ﬁus 80.63
4. DEC Bus Window 80.02
5 BBN Multiple Mem. Bus 78.34
6. DEC Multiplexed Mem. Bus 7785
75 Data-100 Multiplexed Mem. Bus 76.20
8. DEC DMA Approach 73.63
9. DEC Shared Mem. Pairs 73.33
10. Data-100 DMA Approach 71.98
5 [ Data-100 Shared Mem. Pairs 71.68
12 Harris 7 Single Processor 67.225
13. Mod Comp ‘ Quad Port Mem. 64.445
14. Varian Shared Mem. Pairs 62.885
15. Varian Quad Port Mem. 62.175
16. Computer Single Processor 58.485
Automation



I. TIVAM DEVELOPMENT SYSTEM

The Space Science and Engineering Center is currently putting together
the prototype system on which the IVAM capability will be developed and
demonstrated. This eq;ipment falls into three categories:

1. The Multiprocessor Assembly which is the Control and Image
Generator Subsystem of the prototype system and which was pur-
chased under the IVAM contract.

2. McIDAS and other equipment which is being used temporarily
to support IVAM development (but which is not part of the
deliverable system).

3. Development tools purchased by IVAM which support the software
development but will not be part of an operational system.

In addition there are a number of interfaces fabricated in-house which

tie the parts of this system together.

The major elements of the system are shown in Figure IV-11 and will be

described separately below.

1. Control and Element Generator Subsystem

The Control and Element Generator Subsystem consists of the following
components:
PDP-11/40
Three LSI/11 microcomputers

Interprocessor Communication System

Crosspoint Memory System

a. PDP-11/40
The Digital Equipment PDP-11/40 minicomputer is equipped with 32K core,

memory management, two 2.5 megabyte disks, a sophisticated operating system
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and software development tools. Its function is to support software develop-
ment and to serve as the Control Processor for the production system. The
11/40 will run the IVAM operating system which will assign tasks and allo-

cate resources for the iSI/ll's as well as the 11/40.

b. ES3fil's

The three LSI/11 microcomputers each have 12K of dedicated memory and
are code compatible with the 11/40. The main difference is the number of
interrupt priority levels and the fact that the address and data bits are
multiplexed on the same bus. Each LSI can access one of several additional
16K words of memory at any point in time through the crosspoint system. The
1SI's will be used to execute modules under the direction of the Control Pro-
cessor. Until special hardware is built one of the LSI's will be dedicated

to the Fill-in process and will be interfaced to the video refresh disk.

¢, Interprocessor Communication System

All interprocessor command and status information is communicated between
each LSI and the 11/40 over RS232 lines at 9600 baud on an interrupt basis.
Each of the LSI's has a single serial channel while the 11/40 has a 16 channel
multiplexor board which it also uses to communicate with McIDAS and to con-

trol the alphanumeric terminal.

d. Crosspoint System

The passing of data and code between processors is accomplished not by
block transfer but by switching the memory so that the receiving processor
can access it. Since the entire contents of the memory are switched simul-
taneously, the apparent transfer rate is very high.

The IVAM crosspoint system is designed to allow each of up to 8 processors

to access any of 16 memory modules. Currently the IVAM system has four pro-
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cessors and ten 8K memory modules. At any one time a given memory module can
be accessed by only one processor. However, a processor can simultaneously
access as many memory modules as its address space allows, two for each LSI
and four for the 11/40. The crosspoint system is under the complete control
of the 11/40. It allocates crosspoints to processors and determines when to
switch them to other processors. It determines whether a memory is read-only
and what addresses it will occupy on the processor it is connected to.

During initial development, the multiprocessing system will perform every
step required to generate full video images. It will generate complete 485
line x 672 pixel image a line-at-a-time in software. Each line will be trans-
mitted to the digital refresh disk as it is generated. 1In the finished proto-
type the fill-in process will be hardwired. The output of the Multiprocess-
ing system will be graphical image eiement - TV raster line intercept sets
which provide in compacted form all the information required to generate the

full image.

2. Center FEquipment

Currently]part of the final IVAM system is being simulated by the
following Center equipment:

1) The McIDAS system is simulating both AFOS and CDDS. It acts as
a data source for IVAM sending it Service A, Service C, and
radar data. It also sends the satellite image to the digital
refresh disk.

2) The digital refresh disk is capable of storing twelve full raster,
5 bit video images in digital form. It also contains a two bit
semiconductor video refresh buffer. This terminal can simul-
taneously readout, colorize, and to some extent combine the

two 5-bit disk images with the 2-bit RAM image.
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3) Black and White TV monitor: During development it will be necessary

to view the IVAM output on both Black and White and Color commercial
TV monitors to insure that the IVAM output is compatible with both

displays. ?

3. Development Tools

The following devices are being used during the IVAM development effort

and will not be part of the final system, except for item 4 :

1)

2)

3)

4)’

Data Tablet: This is a 22' x 22" tablet with 100 points per inch
resolution. It will be used to generate graphic input data, weather
symbols, and complex parameters.

Dual Floppy Disks: These disks are being used for offline storage
of programs and test data.

NTSC Encoder: The output of the refresh disk is converted to RGB
video which must be passed through the Center's NTSC encoder which
produces a broadcast compatible color video signal which can be
viewed on a standard color monitor. This device is important
because its bandwidth characteristics strongly affect IVAM color
relationships.

Video Tape Recorder: This is a Sony cassette recorder with full
edit capability. It has the ability to synchronize its movement
with an external video source. A controller is being built to
allow the computér to number every frame randomly on the tape.

The computer will have full control of the recorder's tape movement
and read/write controls. When the Videc Assembler subsystem is
completed the recorder and controller will become the video tape

library for the prototype system.
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4. Performance

The McIDAS digital refresh disk represents a major throughput bottleneck
during development because it can input only one digital scan line every 1/30
second. This means that it takes 16 seconds to update a frame. Since the
disk holds only 12 frames, that is the greatest number of different frames
that can be shown in a single continuous output. Since each of these frames
can be repeated as many times as desired, the disk can maintain a continuous
sequence of video still frames for a minute or more. However, if the images
are changing at the peak rate of 5 new frames per second, one loading of the
disk provides only 2.4 seconds of output.

Because of this temporary limitation, the Sony cassette recorder is
needed to produce the 5 minute test tapes that will be required for evaluating
the IVAM product. The video tape recorder allows IVAM to generate short
sequences at the rate the disk allows and then to assemble them into longer
Presentations on the tape.

As a further consequence of using the refresh disk, one of the LSI pro-
cessors is temporarily dedicated to the fill-in process and to transmitting the
scan lines to the disk. Later in the program,both the fill-in process and the
output staging will be hardwired, freeing that processor for other work. At
that point the multiprocessor system will be able to generate outline messages
at the rate required to sustain 20 minutes of video output out of every hour

as required.
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V. OUTPUT DISTRIBUTION STUDY

In the previous report, the major emphasis on output was to provide full
video, ready-to-use, to,botﬁ the broadcast TV and the cable TV operators.
The distribution concept for cable companies, using 5 minutes per hour or
1/2 hour for transmission, may not be optimum for some companies. Several
other possibilities are being studied, such as transmitting update information
only, at lower bandwidth, and then inserting the new information into the output
system at thé proper time.

A summary of distribution to network broadcast stations is given below,
followed by discussion of several methods for low bandwidth transmission to

cable companies.

A. BROADCAST NETWORK DISTRIBUTION

Twenty-four WSFO's were identified previously as candidate locations for
installation of the IVAM system. Those suggested locations were based on:

1) Dpistribution routing of the major TV networks

2) Geographical area of service for local WSFO's

3) Area known served by local TV stations

There has been no effort during the past year to refine the selection of
WSFO's, since such an effort must be done in conjunction with the NWS personnel
in terms of long range planning for use of the WSFO's and addressing the
specific problems for each location in terms of operation requirements and local
routing of video feeds to the local TV stations.

The long-line system which serves the four TV networks is adequately
described in last year's report. Summary characteristics of those lines are:

1) Leased by each network annually for 24 hour per day use

2) Dedicated lines for national coverage
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3) Generally fed in a single direction but many links could be reversed

if necessary

4) Back-up channel is available

5) Each of the four networks operate independently but all follow the

general rule of:

a) periodic blank times on the feed of 15, 30, 60, 72, or 96
seconds, at least every 1/2 hour

b) local and regional feeds of commercials

c) open-form news feed to affiliated stations during late-afternoon
daily

d) generally blank time between midnight and 6 a.m. every day

The method of distribution for network stations described in detail in
the previous annual report has met with wide acceptance. The feed of individual
segments at standard TV rates on the network during the periodic blank times
has been discussed with station operators and the interest is high. One of the
problems cited in the previous report was that small local links were needed
in some cities where the WSFO and the local network terminal were not proximate.
In San Francisco, one of the problem cities, the situation was discussed in
detail with personnel from the WSFO and from the NBC and CBS TV stations. The IVAM
program was described and the sample video tape demonstrated. Mr. Berryhill,
Chief Engineer of KRON-TV, summarized the attitude of all when he said, "tell
us when the IVAM output will be available and we will see that the local inter-
connection from the WSFO is made two weeks before you are ready."

In all discussions with network affiliate stations, the concept of feed-
ing individual segments during the network blank times was positively received.
Insertion of regional or local weather segments into the network for use by
"downstream'" stations was also discussed and found to be simply a matter of

working out the details as is done regularly for regional commercials which

use the same scheme.
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B. DISTRIBUTION TO CABLE TV AND INDEPENDENT BROADCAST TV STATIONS

While network broadcast TV reaches 95 per cent of the U.S. population,
cable TV is a very important medium because it has the capacity for supplying
a much greater volume of information. Even considering the growth that has
occurred in the past few years, cable TV is still in its infancy. The major
obstacles of licensing and other legally-oriented restrictions have been
passed and cable TV has before it a major growth period. Cable TV now serves
almost eleven million homes in the U.S. today or 15.3 per cent of the total
U.S. population, and its cables pass nearly 30 per cent of the homes with TV
sets in the country. This means that one of the major costs for cable com-
panies, laying cables, is behind them for a large market and increasing
subscribership is less costly for the future. As reported in the 15 March
1976 issue of New Yorker, Mr. Williaﬁ Donnelley, a Young and Rubicam executive,
recently pointed to what he calls, "a magical and critical number: thirty
per cent penetration for cable TV.'" By 1981, he estimates, thirty-three per
cent of all TV sets will be wired for cable. And then he pointed out that
major advertisers left radio for TV as soon as thirty per cent of the
nation's households had TV's, and that advertisers switched to color commer—
cials as soon as thirty per cent of the Nation's TV owners bought color sets.

According to Mr. Donnelly, "In 1980 cable TV will have the bone struc-
ture for a quantum leap followed by an effectively wired nation a decade
later." i

Cable TV is an ideal medium for the disemmination of IVAM data since the
number of channels provided by cable TV allows dedication of one channel to
full-time weather advisory service. Many municipalities require the local

cable TV to provide continuous weather coverage 24 hours a day on a dedicated
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A general plan for distribution to cable companies, like the general
plan for network broadcast TV, is not possible. Instead,distribution to
cable companies must be ad@ressed on an individual basis. Some cable com—
panies already service the area in which a WSFO is located. Connection for
them is a simple feed to the already-existing cable. Theta Cable of California
serves over 80,000 subscribers in the Santa Monica area surrounding the Los
Angeles WSFO and is ready to "hook-on' whenever IVAM is available. Theta
Cable is a relatively large company and would be willing to invest in the
special equipment required for a continuous IVAM channel. Maximum dollar
figures were not named during our interview with Theta executives, but the
mention of as much as $20,000 to $30,000 was received calmly.

However, not all cable companies are located so conveniently and other

methods of distribution must be found.

C. LOW BANDWIDTH TRANSMISSION CAPACITIES

When considering data transmission at less than video rate, there are
four standard options available:

1) 4.8Kbps switched phone line

2) 9.6Kbps dedicated phone line

3) 19.2Kbps conditioned phone line

4) 56Kbps conditioned phone line

The standard ''dial-up' phone line is sufficient for transmission rates
up to 4.8Kbps. The dial—&p line has been used up to 7.2Kbps but the reliability
is low for such use on a regular basis. Conditioned lines are available up
to the 56Kbps rate, guaranteed bandwidth, with the appropriate conditioners
at each end.

The use of satellite for relay of video data has been growing steadily,

particularly for providing source programming to cable TV stations. There are
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two satellite systems used, the Western Union with 12 channels, and the RCA
satellite with 24 channels. There are currently about 90 earth stations
receiving satellite relayed video. Each ground station feeds 3 or 4 cable
TV systems, and an estimated 200 receiving stations are expected to be
operating by late 1977.

There is a tendency for the cable companies to interconnect in areas
surrounding the receiving stations with the effect of an informal sort of
networking, or "netting". The likelihood of transmitting IVAM data via
satellite is low, since IVAM's weather for cable is emphasis on the local,
and satellite transmission is suited for cross-country communication. How-
ever, the netting being developed at satellite terminals provides a strong
cable distribution system at the logal and regional level. In fact, the
local netting of cable coincides with the location of many of the WSFO's

identified as IVAM sources.

D. LOW BANDWIDTH TRANSMISSION SCHEMES

A full video image in digital format takes 10 minutes to transmit on a
conventional phone line at 4.8kbps. For a 1/2 hour update period, this allows
an update of 3 pictures. Assuming an update requirement of 20% of information
per hour, this would allow change of 6 out of 30 TV frames. While this seems
hopelessly slow compared to the video rates discussed in other parts of IVAM,
using good quality graphics to present past and predicted information is a
great improvement over tﬁé alphanumerics currently in use on cable TV. The
display of current data in color on a map makes the "picture's worth 1,000
words'" phrase come true.

At little increase in cost, over conventional switched lines, a 9.6kbps

phone line is available. The greater bandwidth doubles the possibilities

described in the previous paragraph; up to 12 complete frames can be trans-—
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mitted every hour. The larger number of available frames would allow slow
step, animated sequences, as well as static graphic presentations.

The next option, at a_significant increase in cost, is to install a
19.2kbps phone line. This line would transmit 24 frames per hour with a
greater range of animation available as well as more rapid response to
changing weather situations.

Equipment at the receiver end must be capable of accumulating the
digital data, storing it until the proper frame on the looping program tape
reaches the record head, then writing the accumulated data into the proper
frame on the tape, repeated as necessary. The digital data would output from
the accumulator at video rate, be converted to RGB by a prewired colorizer,
then converted from digital to analog and color encoded to NTSC standards
before being recorded.

The equipment needed consists of storage space for two complete frames of
digital data (the most expensive part of the system, but within reason since
they are first-in, first-out configured), a simple colorizer with prewired
color assignment, digital-to-analog converter, and an NTSC color-phase modu-
lator. Estimated cost for such equipment is about $30-$40,000, the major
cost being the two full frame storage buffers.

An alternative scheme for low bandwidth transmission is to send data in
the image element-TV line intersect format, prior to being expanded into
full TV frames. The intersect format requires 1/10 the data volume of fully
expanded scan lines, which, for the same transmission line, increases the
information available to a cable station by a factor of ten. This system
is shown in Figure V-1. The two major advantages this system has over send-
ing fully expanded images are:

1) Increased capacity for updating segments

2) Decreased capacity require  for buffer storage
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This system does not include a temporary storage buffer which can hold
frames until the looping tape player (assuming about a five-minute cycle
time) reaches the frame to be replaced. It would appear that it should be
possible to time the;transmission of new frames to coincide with the position
of the looping tape, but we have not yet analyzed this distribution mode
completely. The use of an analog video recording disk instead of a looping
tape recorder must be studied carefully.

If we take the 9.6kbps line as the basis for a low bandwidth distribu-
tion system and use the intercept coding scheme, the average frame rate will
be about 120 frames per hour. The characteristics of the presentation which
this capability can support will be explored in greater detail during the
next year. The possibilities are very attractive, and receiving end equip-
ment costs probably can be kept quite low.

Equipment needed for this system is basically the same as for the fully-
expanded frame data, but with the requirement for buffers reduced to 1/10
and the addition of an Expander. Cost of the buffers will drop from $20,000
for the full frame buffers to about $5,000 for the 1/10 frame buffers.
Additional cost of the Expander amounts to about $5,000, resulting in a
projected cost for this configuration around $25,000 total. The control
functions necessary for this receiving system are straight-forward and may
be simply prewired. However, it may be less expensive to use a micro-
processor and our cost estimate is based on that alternative.

The extent to which low bandwidth transmission using intercept coding
will be used depends to some extent on the acceptability of presentations
which do not include unmodified satellite images. It is possible to process
satellite pictures to produce smoothed contours of cloud brightness and to

reconstruct them at the receiving end. The result is a simplified cloud
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cover graphic which includes most of the large-scale information present
in the original image, but small-scale details are eliminated and it does
not "look like a picture": The acceptability of these cloud graphics will
be evaluated during the next year. The techniques and software necessary
to produce the cloud graphics automatically are nearly all in hand at SSEC
but need to be assembled and tested. If cloud graphics prove to be accept-
able or even preferred to the original pictures for TV presentations, then
the designs for the IVAM Video Assembler subsystem will also be changed and

simplified. This is discussed further in Section VII.



VI. PRESENTATION TEST AND EVALUATION

With the very recent delivery of the development hardware, there has been
no opportunity to test actual IVAM output. Instead, we have concentrated on
two subsets of the output: (1) a demonstration of some of the software

modules which have been coded and tested on the computer, and (2) detailing

some of the specifications for picture quality.

A. SOFTWARE MODULE DEMONSTRATION TAPES

Software modules have been coded which are used internally in the IVAM
system as part of the video output image. These modules produce maps at
different scales and projections, produce contour lines from point data on the
map, and produce several other basic processes used in the preparation of the
image output. These images are not Qisually suitable for final IVAM output
because we are using McIDAS dispiay equipment which is not capable of being
adjusted for color compatibility, optimum labeling, optimum contour step size,
etc. However, the output of these modules does demonstrate the ability to:
create contour images from point data, produce maps for any part of the U.S.
at any scale or projection desired, apply contours to any map projection, and

produce accurate overlay of surface observation data on satellite data. The

modules and their functions are listed in Table VI-1.

B. PICTURE QUALITY STUDIES

The ultimate test of Ehe IVAM system is the public's reaction to the
pictorial output. To establish the levels of excellence which the IVAM
system must meet, we are conducting a picture quality study. This study is
on-going and probably will continue long after IVAM is in full operation.
Until IVAM can address the public on a regular basis, we must depend upon

the advice and criticism of experts. The AMS Advisory Panel, all meteoro-
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TABLE VI-1

= MODULE LIST
Module Name Function
RTSMS Ingest GOES-A satellite data
RTSUCA | Ingest Service A data to the data base
LDCNTV Load a SMS satellite picture onto the video display
PLOT General purpose 4-bit WRRRM refresh plot package
SATEAR Satellite Navigation Transform Routines
GRDFILE Continental and State Boundary File
SELGRD Select a set of points from GRDFILE to generate a

base-map (in either satellite or Mercator projection)

GETCUR Reads the cursor position and size
SELDATA Selects a Service A Data Set
GENDATA Generates a derived Data Set (Equip. Potential

Temperature, etc.)

CTOUR Generates Isopleths from a Data Set

FILLIN Contours (fills in) an image from a Data Set (from
CTOUR QEAGETCUR)

ANNOT Generates Alphanumerics on the 4-bit WRRRM

ENHOOL Generates a color set
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logists expert in the communication of weather information, monitors progress
of the study and advises us at semi-annual meetings.

IVAM must operate uﬁder constraints inherent in the U.S. television
systems and those impoged by the necessity to limit cost in the IVAM system

itself.

1. Compatibility with Commercial TV

Color information in the IVAM system is created and processed in the RGB
convention because it is cheaper and easier to do so. A greater range of
color and brightness possibilities exist in the RGB system than are allowed
by the NTSC system used by broadcast and cable TV in the United States.

a. Bandwidth Limits of the NTSC

The phase modulation scheme of NTSC encoding exerts two limits on the
system capability to produce color:

1) Many colors attainable in RGB are not attainable in the NTSC system

2) Adjacency of certain colors causes ''color crawl"

The RGB system makes use of a large bandwidth by virtue of its three
separate channels, which allows a broad range of combinations of full range
red, full range green, and full range blue. With the NTSC encoding system,
the full information must be 'squeezed'" through a bandwidth which does not
pass the full range of R, G, and B combinations. This slew-limiting generally
pre—empts encoding of colors beyond a point determined by the combined values
of luminance and saturatio;. The large choice of colors attainable by com-
binations of R, G, and B must be limited in the selected color sets to those
which can be transmitted on standard TV.

The same bandwidth limit causes '"color crawl'. Vhen two adjacent colors
within a TV scan line require a significant difference in phase angle repre-

sentation by the color subcarrier, the system does not allow phase shift
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quickly enough and the first color '"smears'" into the adjacent color. The
two fields of the TV frame are produced at 180° polarity (for electronic
convenience) so adjacent scan lines in the picture smear differently and a
scintillation effect oécurs.

Hence, in addition to concern about the reproduction of a certain color,
the issue of adjacent colors must be addressed. Color crawl increases when
the colors used are farther apart on the color wheel, i.e., colors with
greatly different phase angles.

b. Black and White Compatibility

When a color signal is shown on monochrome TV, the only distinction
between colors (which show as gray levels) is the luminance value. Two colors
may have sufficient color contrast bgt still have the same luminance, and when
shown on monochrome TV they will be indistinguishable. To be acceptable for
monochrome reception, adjacent colors of a colored image must have signifi-
cantly different luminance values. The practical limit of number of gray
levels discernible on a monochrome TV receiver is ten, but industry guidelines
suggest no more than five. These numbers are very restrictive in terms of
colors available, unless one adds another level of complexity, the considera-
tion of non-adjacent use of different colors with the same luminance.

c. Line Quality Considerations

The present system on McIDAS.draws map and contour lines one pixel
(picture element) wide. These lines are acceptable within the wide bandwidth
of the RGB system, but the one pixel vertical lines disappear when displayed
on the NTSC monitor. Widening the line to 2, 3, or 4 pixels helps, and this
capability will be present in the Video Assembler subsystem. Horizontal lines
one pixel wide tend to "blink'" because they reside in only one field of each

frame and are refreshed only 30 times per second. Widening these lines helps,
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and will be done, but the optimum line width in TV lines and pixels depends
upon the complete graphic. The digital "stair-step' appearance of thin
lines can be decreased by '"shading" the lines on the outside pixels. Tests
of shading and smoothing are planned for next year to determine if needed in
IVAM.
d. Other Limitations Due to Use of Conventional TV

Some TV broadcast stations use a "hard AGC" (Automatic Gain Control) which
forces all frames to an average brightness. If color choice (and corresponding
gray levels) are not properly chosen, color balances and adjacent gray values
are shifted up or down in brightness and the picture quality is lost. This
effect can be noticed on some local TV stations when playing old films which
use subtle lighting effects.

Picture brightness must follow the rules of:

1) Picture is viewable with normal ambient light conditions

2) Picture does not make large changes in average brightness

from frame to frame, or segment to segment

C. COLOR EVALUATION TESTS

Tests were performed on a standard set of color swatches, COLOR-AID PACK,
manufactured by Geller Artist Materials, Inc., to evaluate the RGB values
and suitability for TV use. The tests were performed using a calibrated TV
camera set-up, with color vector scope and oscilloscope for quantitative
readout. AGC variation was balanced out by adjusting each TV picture to
normalized gray scale and color balance. Measurements were made of R, G, B
values, as well as hue, saturation, and luminance for each color. Many colors
were too intense to be used for TV, either in luminance or in the combination
of luminance and saturation. The results of the test are attached as
Appendix B. Note that many of the yellows and oranges of this set of colors

are too intense for TV.
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While the color swatch tests provide useful information on the suitability
of a particular color for TV, some difference in the color reproduced using
the RGB values is likely. ?he printer's ink used for producing such samples
generally provides narrow spectra of wavelength, whereas the TV camera has a
wider three color responsivity peaking at different frequencies. 1In addition
some components of ink on a swatch contain components of color outside the
wavelength of the camera responsivity.

The establishment of color sets for selection at IVAM output may be
created by generating color combinations of the color bar test pattern which
are within known allowable saturation levels. By varying the luminance of
the color-bar colors and combining them, a complete palette can be generated,

and the resultant combinations will be reproducible within the NTSC system.

D. OTHER PICTURE QUALITY CONSIDERATIONS

1. Number of Colors in the Image

The literature generally recommends a minimum number of colors be used
in graphics. The number of colors, choice of colors for color compatibility
and black and white compatibility are closely related to the issues of image
"clutter" and the length of time required for a segment to convey information.
Here engineering begins to get close_to subjective evaluation and timing and
image clutter will be the subject for testing with the AMS Advisory Panel
during the next year as complete segments are produced by the IVAM output.

The purpose of addressing color issues is to define a collection of
"color sets'" which can be selected automatically by the Controller, to provide
a pleasing image and satisfy the requirements of NTSC and black and white
compatibility. A segment will have a basic requirement for a number of
colors—-two, three, four, up to eight. There will be several sets of three

colors which could be used for any segment requiring three colors. However,
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to be suitable for the content of the segment, some of the sets may be
excluded to avoid showing water on the map image as red or green, etc. The
color set(s) which apply to certain segments will be identified in the segment
descriptor. Several different color combinations might be available for the
same segment, but fed at different times. This would allow different local

TV stations to maintain a certain amount of individuality.

2. Timing

The amount of time required for effective communication of a particular
message must be determined for each segment. Some brief tests of the time
required to convey warning messages have been performed, but only tentative
conclusions have been reached. The timing consideration is dependent on con-
text, color choice, picture complexity, and special effects, such as scintilla-
tion and animation. Storyboarding will determine the explicit '"style' of each
segment and the timing will be determined by testing the segments with the AMS
Advisory Panel during the next year. Since transmission times are limited,

optimum use of segment time is paramount.

3. Alphanumerics Placement

When images are produced on an automated basis, the location of labeling in
the picture must also be determined automatically. This task is easily domne
by hand, where one looks at the picture and can subjectively determine the size
and location of alphanumerics. However, the algorithms for doing it automati-
cally are not obvious. As the segments are storyboarded, a pattern of space
use within the picture format will allow the algorithms to be developed so

that important picture information is not covered with alphanumerics.

E. SUMMARY COLOR RULES FOR IVAM

The choice of color sets which the IVAM system uses will be determined
during the development phase of the program. One or more color sets may
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apply to a particular segment and will be stored in the Controller to be

called up as part of the automatic system operation. Each color set must

satisfy the following: )

1) ADJACENT COLORS should be at least two gray levels apart in the
standard 10 level gray scale. This is to insure black and white
compatible color.

2) ADJACENT COLORS must not be greater than 90° apart on the color
wheel, to avoid color '"crawl" at the edge between colors.

3) THE SUM OF LUMINANCE VALUE AND 1/2 THE SATURATION VALUE for any
single color must be less than 1.1, to be reproducible through
the NTSC encoding system.

4) COLOR CHOICE should represent mid-range values of average picture
luminance for best picture balance and brightness.

5) NUMBER OF COLORS should be minimized for best information transfer,

The apparent conflict between "rules"

1 and 4 is resolved by compromise,
depending on the information content of the picture. One can make some

adjacent colors only one gray level apart if the gray values are near mid-

scale and the overall picture is uncluttered and well-balanced.

F. AMS ADVISORY PANEL

The first meeting of the AMS Advisory Panel was held on 15 February 1976.
Attending were: Conrad Johnson (Chairman), WMT-TV, Cedar Rapids, Iowa; Mark
Eubank, KUTV, Salt Lake CiEy, Utah; Fred Norman, KOCO-TV, Oklahoma City,
Oklahoma; Elliot Abrams, WPSX-TV, State College, Pennsylvania; George Winter-
ling, WNIV-TV, DeKalb, Illinois; and University of Wisconsin personnel. IVAM
concepts and status were discussed and the panel made several suggestions for
improving the IVAM output.

The panel emphasized:

1) Animation is very important for conveying certain weather information,
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especially precipitation patterns and history.

2) All of the panel members urged IVAM to provide, as an additional
service, a special series of TV frames with the "raw' weather data
in the AFOS manner for weathercaster use only.

3) Panel members felt that, if unavoidable, they could afford hardware
for recording image segments and perhaps also to provide data to
remote locatiomns.

4) IVAM must be capable of providing warnings.

Several of the weathercasters use their own animated artwork, using
various schemes to produce it. The production of it is tedious and expensive.
IVAM animated segments were discussed with great enthusiasm. Mark Eubank
remarked, 'one of the most difficult things is to stand in front of a still
map and try to describe how the weather is moving'. Conrad Johnson uses an
elaborate system of mirrors, rotating disks, and a viticon camera with chroma-
keyed overlays to simulate radar motion.

All of the weathercasters expressed interest in having the raw data avail-
able from which the IVAM segments are produced. There were three major reasons:
(a) to be able to adjust, or at least comment on, situations which may be
modified by specific local effects; (b) to check on the accuracy or timeliness
of certain data; and (c) to be able to produce special user programs or fore-
casts for special audiences or private meteorologist service. A special series
of TV frames, not to be broadcast but for weathercaster use only, could trans-
mit Service A, Service C, and forecasts in a single half-minute segment.

These could be recorded by the weathercaster and reviewed one frame at a time.
The data is readily available in the data base and could be simply defined as
another segment.

Transmission of picture information on phone line was discussed. The cost

of $50,000 to $100,000 for a piece of equipment was considered a reasonable
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amount for a TV station to buy. That would make possible the production of
data for phone line transmission locally, and the TV station could receive
image elements by telephone for updating the data base. This subject is
discussed more fully in Section VII.

Elliot Abrams said that once the idea of "NOWCASTING" is established,
there will be pressure "to be right". The ability to adjust the forecast
where one knows of very local effects is important. For instance, if the
segment shows a snow cover of 2-4 inches, but locally there is ten inches,
you've got to be able to show ten inches or you're in trouble.

Fred Norman said, 'you've got to be able to do warnings! That's what
it's all about in Oklahoma. If you are not warning about tornados you might
as well not be in business!'" Where warnings cannot pre-empt a current TV
program, IVAM could transmit a part 6f a frame each frame during the retrace
period without disrupting the program. Special equipment would be required
at the receiving station to strip out the part images and to reassemble them

into complete frames. A new frame could be transmitted every three seconds by
this method.

1. Summary of AMS Advisory Group Panel Reviews

The overall concept of IVAM was wholeheartedly endorsed. Presentation
formats; timeliness, and distribution were enthusiastically received. Sugges-
tions made by the group being studied for incorporation into the IVAM system
are:

1) Addition of segment(s) for distribution of raw data to the weather-

caster. This is necessary for adjustments due to local effects,
as well as allowing the weathercaster to enhance the pictorial data
received.

2) Transmission of specific information via low bandwidth channels, such

as phone lines, so that data could be relayed to consumer via private

meteorclogy consultants.
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VII. FUTURE IVAM EFFORT

A. INTRODUCTION

A major effort for the next year will continue to be software develop-
ment. However, as the software system becomes more complete, more emphasis
must be placed on completing the prototype IVAM hardware. The hardware at
present is a development tool which borrows many functions from McIDAS. As
the software modules begin to operate together, the system flow will be
impeded by slow software and hardware not designed for a production system.
We plan to schedule development of the prototype Video Assembler subsystem
so that a serious bottleneck in software development will not occur.

The second major task will be to define, develop and assemble the Video
Assembler subsystem.

A third major effort will be delivery and installation of the IVAM proto-
type to the Washington, D.C. area to interface with AF0S. We must begin soon
to make detailed plans for the installation and test of the system, which is
targeted for late calendar 1977.

Effort on the definition of segments will continue with storyboarding
and standardizing of video images. There will be more emphasis on the
meteorology inputs, too, as far as choosing most effective data source for
determining specific weather information.

The Test and Evaluation effort will begin a second phase, where actual
IVAM output may be evaluated. Current studies, dealing with general issues
such as satellite image graphics, color and transitions, will give way to
testing segment effectiveness, communication quality, and usefulness by
the weathercaster and TV station. Coordination will continue with the AMS
Advisory Panel.

Distribution to broadcast network stations is no longer a problem, but
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detailing the specific interface from the NWS to many cable stations will

require considerable effort during the next year.

B. SOFTWARE DEVELOPMENT

IVAM software is to be developed in two steps. In the first step the
goal is to complete a flexible tool for generating a variety of video images.
The throughput of the system is not of paramount concern. More compelling
is the optimization of the development process itself. During this phase it
is necessary to demonstrate the feasibility of parallel processing and the
compatibility of the IVAM software with such a solution. The second step,
in which the parallel processing operation achieves production efficiency,
will start about December 1976, which fits with the hardware development
schedule since the Video Assembler subsystem equipment will be available them.

During the development phase the first priority is to take control of
the Control Processor environment. This means first of all, implementing
drivers for the data tablet, the Adds terminal, the video tape reccrder, the
digital refresh disk, the semiconductor refresh buffer, the color enhancements,
and the McIDAS communication. At the same time, the rest of the interface
to the RSX-11M operating system has to be resolved so that IVAM modules can
be run under RSX-11M.

When these two tasks are completed, and we‘expect them to be finished
by June 1976, two major efforts can proceed independently. The first is to
implement the modules for.specifying and generating video images, and the
second is to develop the system which schedules the processes and allocates

the resources required to produce them.

C. IMAGE GENERATION MODULE DEVELOPMENT

1. Video Chain

The first goal of the module development immediate effort will be to
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produce a basic sequence of modules which constitute a software video chain.
Once a complete chain has been established, it will provide a context into
which new modules can be added or substituted easily.

The video chain will be used as a test bed to generate images which
will be evaluated to provide feedback for further module development and
refinement. Early feedback 6n image quality, aesthetics, and information
transfer effectiveness is very important because these findings may impact
the design of the Video Assembler subsystem equipment.

The modules required to provide the basic video chain are scan conversion,
linked line sort, element pack, element merge, and fill-in. For each of these
modules a number of alternatives are possible. Each involves trade-offs
of processing time, storage requirements, and ease of use. Rather than try
to resolve these issues entirely by‘analysis, we have chosen to implement the
most general solutions first. These modules are now coded and will be imple-
mented in such a way that the preceding and following steps do not care how
that step is done so that the change to one module can be implemented and

substituted without affecting the other modules.

2. Semantic System

As the video chain is developed, the implementation of the Semantic
System can begin. This first entails the building of a data set directory
system which is one of the two points of interface between the Semantic
System and the Physical Operating System. It allows the Semantic System
to refer to a data set by its directory entry and to be ignorant of its
physical location and characteristics.

At this point the basic net mechanisms must be implemented. These
will be used to build the descriptors which are used to specify image for-

mats, image sequences, and processing dependencies. They will also be used
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to define the Operation Nets that control the execution of the modules.
The color sets, the color topology and the domain topologies will also

use these mechanisms.

3. Tmage Formats

As the Semantic System takes form it will become possible to build a
library of very general image formats which are not specific to time, loca-
tion, or weather data. These formats will be used as templates to guide
the modules in producing all or part of a particular graphic image.

A dynamic capability will be added to these formats so that all of the
IVAM segments can be created. Many alternative segments will have to be

tested to determine the best methods of animated presentation.

4. Presentations

As all of the image types are identified and reduced to Image Formats,
the methods for specifying sequences of images will be implemented. Special
graphic sequences like the tractor and football sequences demonstrated in
last year's test tape will be included. Throughout this process a number of
test tapes will be generated for the AMS Weathercaster IVAM Advisory Panel
to review and criticize.

The decision tree to determine which IVAM segments are to be shown at
a given time will be addressed. The decision process will be developed to
be run automatically by IVAM based on what it knows about the weather situa-
tions, but provision will be made for the AFOS operator to monitor and to

override the automatic processor.

5. Sysgen

Finally, a series of procedures will be developed which will aid AFOS
in tailoring the IVAM system to a particular WSFO location. These procedures
will allow the identification of local scales, cities of interest, and local
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landmarks. It will also provide means for later adding new formats and

data sources as they become available.

D. Physical Operating System

The systems programming effort will proceed in parallel with the develop-
ment of the video processing and Semantic systems. This part of IVAM software
is scheduled to be completed later because the video software chain can
operate initially under RSX-11M. Using RSX-11M it will be possible to pro-
duce any static IVAM image as soon as the necessary modules have been imple-
mented. As the IVAM operating system is brought up on the 11/40 and tied to
the Semantic System, it will start to provide its flexibility before the
multiprocessing version is implemented. The multiprocessing capability will
greatly increase the throughput of IVAM, but will have little effect on its
capability in strictly video or programming terms. This means that much of
the operating system development task can proceed independently of the video
effort. In fact the video modules will be used to test the operating system

without delaying video development.

1. Operating System Primitives

As the understanding of RSX-11M deepens, more and more of the basic
IVAM operating functions can be implemented initially through it. First,
we will implement the IVAM trap processor so that IVAM can take control of
the RSX-11M interprocess message system, the scheduler, and the file handler.
Next, a dynamic memory allocation system will be inserted to suballocate
within partitions.

At this point, the series of mechanisms required to support the execu-
tion of IVAM modules will be brought up. These will allocate space, stage
the input data, load the module code, create the module call, monitor

module progress, receive the module return, and accept responsibility for
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the module output.

2. 1IVAM Operation

When the module support functions are in place, it will be possible to
execute sequences of modules under IVAM as opposed to RSX-11M control. These
functions will be simple sequenced at first but later will be brought under
the control of the Semantic System which will use an imége descriptor to

determine what modules should be executed next.

3. Crosspoint Primitives

As the IVAM system is brought up on the 11/40, the crosspoint primitives
can be implemented. These are the simply functions required to assign and
free crosspoints and to effect interprocessor communication. The interpro-
cessor communication will operate through the system of interprocess messages
mentioned earlier.

When all of the crosspoint primitives are completed, it will be possible

to do simple multiprocessing under explicit programmer control.

4. Automated Processing

At this point the nature of the parallel processing environment will have
been determined. So long as IVAM's load is completely predictable and known
in advance, then é special scheduling program can compute the optimum order
of processing and output a stream of very low-level commands which will
drive the operating systéﬁ functions. In this case scheduling and resource
allocation will not have to be done in real-time. A simple sequencer will
step through the system command list.

On the other hand, the actual operational environment can become more
complex with new requests being made at arbitrary times during periods of

severe weather. At these times the operating system will have to make deci-
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sions in near real-time, but the range of decisions is likely to be

much smaller.

5. Integration and Optimization

Once IVAM is a multiprocessor operation it will be possible to tune
its performance to optimize throughput. It will also be necessary to inte-—
grate the final output hardware which will change the system timing and
throughput dramatical}y. The integration of the system into AFOS can also
begin during this phase; hopefully with a direct telephone tie into the

experimental facility.

E. HARDWARE DEVELOPMENT

Earlier, in Section IV, the IVAM system was described as consisting of
two major subsystems and a Disk File. Hardware for most of the Controller
and Element Generator Subsystem was purchased during the past year. The
Disk File must be purchased, and the hardware for the Video Assembler sub-
system must be purchased or fabricated during the next year. The hardware

development and purchase program is presented below by subsystem.

1. Controller and Element Generator Subsystem

This subsystem is complete except that we purposely bought only half
the disk space which the final prototype configuration will require. We now
have two model RKO5 disk drives operating through a single controller. These
disks provide a total of five megabytes capacity for inactive modules, input
data transient store, grid point value files, etc. We know that we must
double this capacity for the prototype system and we believe that doubling
it will be enough. During the next year we plan to buy two more RKO5 disk

drives and a controller.

VII-7



2. Disk File

We have examined several alternatives for the storage buffer which
we need between the two subsystems. The required capacity has been deter-—
mined quite firmly, and the input data rate is known to be very low compared
to current hardware capabilities. Output, however, could be a problem because
required head movement and disk rotational latency might present unacceptable
delays. Splitting the file into two disks accessed independently could
relieve the problem given well-planned placement of data sets on the disk.
However, this increases costs and we are now convinced that a single disk
will suffice given the same ability to plan data placement and accepting the
possibility of minor output timing constraints which might require repeating
a few frames a fraction of a second longer than required.

During the next year we will confirm our present plan by further analysis
and actual disk access tests using McIDAS disks. If our plan is confirmed
we will purchase one 9.6 megabyte high speed access disk drive and controller

with DMA option.

3. Video Assembler Subsystem

Studies to further refine and confirm the design of this subsystem will
continue until about 1 August 1976. Then we will proceed to purchase or
fabricate the components and to assemble the subsystem as rapidly as possible.
Several alternative designs for this subsystem are being considered. Three
which currently appear t& offer the greatest promise are described and dis-
cussed below.

a. Alternative One
This alternative is the one described in Section IV. It is conservative,

we are sure it will do the job, but another alternative may prove to be more

economical or reliable after thorough analysis. This alternative is shown in
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Figure VII-1.

Data from the disk file and from the Alphanumerics Generator, in 16 bit
element/line intercept word format, is read into the Expander at the direction
of the Controller. The Expander includes a small buffer pair where these
intercept words are stored then read out in order of line position. The
Expander repeats image element values to either widen graphic lines from
one pixel to three or more for better appearance, or to fill the interval up
to the next intercept. The output of the Expander is four bits of information
plus a spare bit and a flag bit to be stored in one of the six bit buffers.

Three buffers are required so that two of them can be in the read-out
mode simultaneously while the third is being loaded. Two buffers are needed
for output so that two frames may be combined in a fade-in, fade-out mode.
Before the graphics data are read into the buffer the satellite image is
read in at TV rate from the Satellite Image Sequencer, then the graphics
lines are overwritten. While graphics from the Expander are only four bits
deep, satellite pictures are five bits. For overlays of graphics on
satellite pictures, the graphics must be colored, but not the satellite pic-
ture. This is accomplished by using the sixth bit in the buffers as a flag
bit to switch between "color'" and "don't color".

The Colorizer is three 16 place look-up tables which are loaded by
the Controller to convert the 4 bit graphic value to one of 15 colors (plus
black). Since the computer can load the look-up tables at TV frame rate the
Colorizers are also used to fade one image and increase the other for fade
dissolves. The output of the Colorizer is a three wire R.G.B. digital
signal which is converted to analog and then the two images are merged.

The output of the Merger is passed through an Edge Enhancer, a standard

piece of TV equipment which sharpens the edges of lines and letters to provide
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crispness to the final image. The final steps are to convert from R.G.B.
to NTSC format and to correct the video time base to broadcast stability
levels.

b. Alternative Two

The cost of the three full frame buffers in Alternative One might prove
to be excessive. This alternative eliminates the full frame buffers and
replaces them with two smaller buffers before the Expander. Figure VII-2
shows Alternative Two in block diagram.

The input from the Disk File is switched to the empty buffer which
need have a capacity of only 107 of the bits of the full frame buffer of
Alternative One. The full buffer is read-out at 30 frames per second as
many times as needed into the Expander synchronized with the input of the
Alphanumerics Generator. The Expander overwrites one or the other as instructed
by the Controller, widens lines, and fills areas as before. The expanded full
TV frame is colorized as in Alternative One.

Without the full frame buffers a new technique must be employed to com-
bine the graphics and satellite images. This is done by passing the syn-
chronized digital satellite image and the colorized graphic through a
"Decider" which determines which pixel has priority and signals the Merger
through a delay line. After the signal is converted from digital to analog
the Merger combines them properly.

The fully assemﬁled RGB image is passed through an Edge Enhancer and
an NTSC encoder as in Alternative One. But at this point some images will
be switched to the recorder of the Video Tape Library where they are stored
temporarily. This is done in advance to every second image in a series
which is to have fade-dissolve transitions when shown in sequence.

The fade-dissolve is harder to do with NTSC encoded images but can be

done by passing the signal through a "Color Stripper" which effectively
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separates the chroma and luminance information and forewards both on separate
lines. In the NTSC Merger the luminance signal from the first image is
reduced from full level at the same time as the luminance signal of the

second image is increased from zero; at midpoint the chroma signal is switcﬁed
from the first image to the second. The merged signal is passed through a
Time Base Corrector and out to the media.

c. Alternative Three

Both Alternative One and Two presuppose the availability of a Satellite
Image Sequencer or similar device capable of serving as a source of digitized
satellite images. Since this may not be certain, a third alternative is being
considered which can accept the unmodified output of the CDDS line from the
NESS Sectorizers. In addition, it can provide the Satellite Image Sequencer
display with greater capacity and flexibility "for free'! See Figure VII-3
for a block diagram of Alternative Three.

This alternative takes advantage of the flexibility provided by a disk
recorder used to record TV frames in both analog and digital format. Disk
drives with the required capabilities are available, and while they have been
on the market less than a year they have demonstrated excellent performance
and reliability.

The buffer between the Disk File and the Expander is the same size as
the two in Alternative Two but only one is required. Disk File input and
Alphanumerics data are fed into the Expander at full TV rate and the
Expander performs the same functions as before. The full TV frames are -
switched alternately into two sections of the Video Disk, each capable of
holding five full frames. These are repeated as required as they are read
out from the disk, colorized and converted from digital to analog format.

Satellite images are received from the CDDS line, demodulated and
resectorized to TV frame size and placed on the Video Disk in one of two
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sections each having space for at least 25 analog frames. The satellite
images are read out as required to be merged with the graphics and the two
completed image channels are in turn merged to provide fade-dissolve or
other special effects. The merged signal is passed through an Edge Enhancer,
NTSC Encoder and Time Base Correcter as before.

The block diagram also shows a Satellite Image Sequencer Display which
could be incorporated with the AFOS display either as an additional CRT or
as a call up display on existing consoles.

d. Comparison of Alternatives

We are not ready to recommend a design for the Video Assembler Subsystem,
but it is worthwhile to discuss some aspects of the three alternatives
described above.

1) Cost: Rough cost estimates indicate that costs would be approximately:

Devel. & Prototype Cost Second Unit Cost
Alternative One $111,000 $79,000
Alternative Two $ 92,000 $54,000
Alternative Three $115,000 $66,000

2) Reliability: Alternative One has the highest reliability rating
and lowest routine maintenance requirement because it has no rotating parts.
Alternatives One and Three include a 3/4 inch video cassette playback
unit to serve as a source of time-lapse weather sequences, special prerecorded
segments, etc. In Alternative Two this unit is upgraded to a full servo-
controlled recorder and piayback unit which is in-line for all satellite image
sequences, and this fact reduces the reliability rating for Alternative Two.
The combination analog-digital disk in Alternative Three does increase

the preventive maintenance requirement and probably would affect the reliability.

Overall we would rate the Alternatives One, Three, and Two for reliability.
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3) Performance: Alternative Three will outperform either of the other
two by a wide margin. One reason the cost of Alternative Three is highest
is because it includes all of the hardware necessary to process satellite
images from the CDDS line. To provide equivalent capability in the other
two alternatives, their costs should be increased by about $24,000.

In addition, Alternative Three offers a much larger store of satellite
and other images which can be combined with graphics or with each other in
many ways. In addition to the required fade-dissolve it would be easier to
provide special effect transitions with Alternative Three than with the others.

Alternative Two requires preparation of parts of sequences involving
satellite data in advance, but this should not prove to be a serious problem.

Alternative One offers the least flexibility - it will do the basic IVAM
job but that is all.

e. Other Considerations

All of the IVAM designs discussed above assume that satellite images will
be included in the final presentation in unmodified form, except for gridding
or other overlays. As noted in Section V, this assumption needs to be
examined carefully. We have produced examples of "cloud graphics" created
by a multistep process which:

1) Normalizes satellite images to remove the effect of sun angle and

earth curvature on cloud brightness.

2) Contours the images by reducing the number of brightness levels

to a small number such as eight.

3) Generates a line around each of the contoured areas and smoothes

the lines.

4) Reconstitutes the image by filling between lines with constant grey

values.
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At present we have nearly all of the software necessary to do this
process, but it exists as parts of other software systems. We plan to
reassemble the software to perform this process in an efficient manner, and
to produce sequences of cloud graphics for a variety of weather and geographic
situations. We will evaluate the resultant presentations using the AMS
Weathercaster Advisory Panel and will submit video tapes for evaluation by
NWS and NESS. Also, to a limited extent we will attempt to obtain the
reaction of the general public.

We believe this study to be very important to the design of IVAM and,
as discussed in Section V, to plan for distribution of IVAM presentations
to cable TV outlets. If it should be decided that the cloud graphics are
acceptable or even preferred for TV presentations in comparison to the original
pictures, then the design of the Video Aséembler Subsystem becomes much simpler.
Further, the impact of such a finding on the general problem of distributing
the output of the GOES satellites could be very important. If the cloud
graphics should prove to be acceptable for TV presentation they might also

be acceptable to other users of satellite pictures.

F. OUTPUT DISTRIBUTION STUDY

During the next year we will concentrate on the problems of distribution
to cable TV outlets and non-network broadcast TV stations. The use of some
form of narrow band distribution technique is becoming increasingly attractive.
We will attempt to test one or more possible techniques using parts of the
Video Assembler Subsystem hardware as it becomes available.

We have developed contacts in small cable companies, larger cable dis-
tributors and in the national associations. All of these contacts have
volunteered to help us, and we will call upon them to help us in evaluating

possible narrow band distribution systems. We plan to attend a national
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cable TV conference in January or February 1977 with a demonstration and

questionnaire to help define an acceptable system.

G. PRESENTATION CONTENT STUDIES

The study of informational content of the presentations is complete.
It is described, a segment at a time, by the information on each segment
header sheet. From the header sheet, a storyboard must now be developed for
each segment. The storyboard determines the timing, style, limit of colors,
and the communication effectiveness of the segment. The storyboard iden-
tifies every image in the segment, frame by frame, and describes all animation
and transition effects. These storyboards, which are the output specification
for the software, are being written first for the segments which use the soft-
ware modules already working on IVAM. This allows the most immediate feedback
on evaluation of the segments. It is expected that as the storyboarding pro-
ceeds, standard sequences of frames will appear and allow a somewhat modular

approach to writing the storyboards themselves.

H. PRESENTATION CONTENT TEST AND EVALUATION

The concept of evaluating IVAM output has changed considerably since
the organization of the AMS Advisory Panel. The previous plan involved a
considerable amount of film and questionnaire preparation, coupled with the
testing of the films with various groups, then evaluating questionnaires and
gaining statistical results. We now realize that until IVAM is developed and
able to provide a continuing series of presentations that it is not possible
to obtain reliable public reactions. Instead, the AMS IVAM Advisory Panel
is being consulted as a more effective approach at this time to the same
questions. Each of these people is a meteorologist expert in the field of

TV weather communication and has already studied many of the problems we
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are now facing. The geographical locations of each of the people on the
panel is an aid, too, for they represent a more diverse cross—-section of
audience.

Test tapes and films will be prepared on a regular basis and mailed
to the members of the Advisory Panel. Tapes and questionnaires will be
circulated every few months, as output development permits. Two Advisory
Panel meetings are planned in the next 12 months, in August and in February.

We have discussed the possibility of performing IVAM program tests with
either PBS or local cable stations. The National Cable Television Associa-
tion monthly journal has offered us copy space for a questionnaire or series
of questionnaires. We have no plans at present to use any of these media for
tests in the next year, but may if some very specific questions may need a
large audience response. An example is a questionnaire to cable operators
regarding distribution techniques and issues.

As discussed in the previous hardware development plan, we intend to
evaluate the acceptability of cloud graphics derived from satellite images
as a possible replacement for the satellite pictures themselves. This study

has high priority and will be pursued during the next few months.

I. FINAL PROGRAM DEVELOPMENT

This is the fifth and last task to be undertaken in this program. As
originally proposed, this effort will start only after NOAA is satisfied
that the implementation 6f IVAM is feasible, and that when implemented,

IVAM will meet the NOAA objectives. This is the wrap-up effort in which
software development is stopped, configuration control is imposed, detailed
interfacing with AFOS is accomplished, hardware specifications are completed,
final documentation is prepared, etc.

We mark the start of this task at the end of assembly of the complete
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IVAM prototype system at SSEC and demonstration of the ability to produce

broadcast quality presentations. Included in this task is the movement of

the prototype equipment to the Washington, D.C. area, physical interface

with AFOS and test operations in that location. We expect to start this

task in September 1977 and to complete it by 31 December 1977.
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Appendix A

IVAM Computer Bid Request




Lrace THE UNIVERSITY OF WISCONSIN

BCENCE wo
Eneweerive
Lenrer .

1225 West Dayton Street
Madison, Wisconsin 53706

Gentlemen:

You are invited to submit bids for providing data processing equipment
as described in the attached specification. The equipment is for a
multiprocessor approach to data handling and is based on a configuration
using dual-port memories for each processor. Attached to this letter

is a figure which represent the approach. This figure is for informa-
tion only; it is not part of the specification,

The system requires a variety of equipment. It is expected that no
manufacturer produces all of the equipment requested, so bids are in-
vited for separate items. Bidders are requested to organize their bids
according to the following list. Bidders should address each sub-
paragraph of the specification and describe how their proposed system
will meet each requirement,

BID LIST
ITEM 1) SYSTEM

Bid a complete system using double dual-port memory for each
processor.

(a) cost dual-port memories separately such that they may
be procured as single dual-port memories if so
desired. - :

(b) separate costs between the dual-port control and the
memory itself if possible,

(¢) note all exceptions to the specification,
(d) describe interprocessern-data transfer subsystem
and interrupt structure subsystem relative to require-

ments of Part VII of the specification.

(e) bid peripherals separately.



PERIPHERALS

*
ITEM 2) KEYBOARD - Bid separately the keyboard terminal per part VIII
of the specifications., '

*
ITEM 3) ALPHANUMERIC CRT --
Bid separately the Alphanumeric CRT per part IX
of the specification,

* The keyboard and Alphanumeric Terminal may be bid as one unit.
ITEM 4) DATA TABLET -

Bid separately the data tablet per part V of the
specification,

[
0

ITEM 5) DISC - Bid separately the disc per part XI of the
specification,

ADDITIONAL MEMORY

ITEM 6) Bid additional 4K, 8K, and 16K memory modules per part II.B.2.1
of the specification, Where applicable, bid both core and
semi-conductor memory.

INTERFACE MODULES

ITEM 7) Bid interface modules per part XII of the specification.
ACCESSORTIES

ITEM 8) Bid Accessories per part XIII of the specification.

DOCUMENTATION AND SUPPORT

ITEM 9) Where costed additional to products, bid all documentation and/
or support hardware or software per part XIV of the specification.

_OPTTONAL SYSTEM

7

ITEM 10) Bidders are invited to propose any other options that they feel
meets the stated requirements.,

Please address all technical questions regarding this bid request to the
undersigned at (608)262-5938, -

Sincerely,

Robert P, Wollersheim
Project Manager

RPW:mt
Enc.
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I.

II.

- SPECIFICATION

INTRODUCTION
This specification defines the requirements for equipment needed to build
a multi-processor dataﬂhandling system, The basic configuration identi-

Al

fied for the system uses double dual-port memories for each processor,

SYSTEMS REQUIREMENTS

II.A. Systems Initialization

The system must contain the ﬁecessary hardware to facilitaté complete
initialization of the system in a turnkey mode. This must include:
- Hardware bootstrap on the Control Processor
- Necessary interprocessor protocol capability to initialize
each of the subordinate processors.

II.B. Systems Support

The systems shall be provided with an operating system sufficient
to facilitate software development and distribution of code to each
of the processors. It must contain the following:
- Editor
- Relocatable Assembler and/or Macro Assembler
—- Collector (Relocating loader)
- High-level Algorithmic Languaée
- Real-Time Debugging Software and/or Hardware
- Real-Time Multi-Level Task Operating System allowing access
to Memory Allocation and Management and File Management.

ITI.C. Systems Integration

All processors and subsystems of the system shall be supplied with

- __
st ==

all enclosures, power supplieé, cabling and interface modules to
all relevant elements of the systems not covered specifically in

this document.



III. PROCESSOR REQUIREMENTS

III.A. Word Byte Size

Each processor shall have a word sizé of 16 bits or greater and have
a byte size of 8 bits.

ITII.B. Address Space

Each processor shall have an address space of 32K words or greater.

Additional consideration shall be given where the address space

allows expansion beyond the 32K word limit,

III.C. Registers

III.C.1 Each processor shall provide registers to perform arithmetic
and logical computation and addressing and indexing. Additional
consideration shall be given pfocessors which provide hardware
stack operations.

I11.C.2 Additional consideration shall be given to processors which
provide more than 4 general purpose registers which optimize their
use of functions specified in III.C.1.

III.D., Classes of Instructions

ITI.D.1 Basic Instructions

- Each processor shall provide the following classes of

instructions:

Arithmetic
Logic
Indexing
Input/Output
Conditional and Unconditional Branching
Shifting

Halt

Interrupt and/or Trap Instructions

-‘:‘—V
III.D.2 Subroutine Protocol Instructions

\
i

Each processor shall provide instructions to facilitate subroutine

linksge and return, recursive subroutines, and reentrant subroutines.
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III.D.3 Other Requirements

Each processor shall provide instructions to facilitate relocat-

able, reentrant, reusable, and position independent code.

Al

III.E. Addressing Modes

‘Each processor shall provide the following address modes:

relative

index

register

indirect (deferred)
absolute

Additional consideration shall be given processors which also
provide the following address modes:

immediate

auto increment index registers

auto decrement index registers
linked list searches

III.F. Coding

III.F.1 Code Compatibility

- Each processor shall be code compatible with the other processors,
or at least upward compatible to the Control Processor instruction
set.,

IITI.F.2 Instruction Usage

- Each processor shall optimize use of the instructing set per

III.D and addressing modes per III.E on both word and byte data.

IITI.G. Error Detection and Protection

III.G.1 Each processor shall provide error detection and protection
including stack underflow and overflow detection (if applicable),

power fail/auto restart, and illegal instruction trap.

- . _

III.G.2 Additional consideratgbn shall be given processors which
also provide the following error detection and protection
features:

- memory parity detection and correction

A-6
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privileged instruction protection

memory protection including read only access, read/write

access, and execute only access

software settable stack boundaries (if applicable)

software priority interrupt control

IIT.H, Instruction Execution Time

Each processor shall have a register-to-register add time of 1.5
microseconds or less.,
IV. SPECIFIC PROCESSOR REQUIREMENTS

IV.A., Control Processor

In addition to meeting the basic requirements as stated in IIIL.,
the Control Processor shall be provided with the following.

IV.A.1 Real-Time Clock

The Control Processor shall have a real-time clock. It may be
either a programmable real-time clock or a line frequency
clock.

IV.A.2 Alphanumeric CRT Terminal and Keyboard

The Control Processor shall be provided with an alphanumeric
CRT terminal and keyboard per part IV.A and IV.B of this
specification.

IV.A.3 Interrupt Capability

The Control Processor shall be capable of receiving vectored
interrupts and responding to them as follows.

IV.A.3.1 Interprocessor Interrupt

The Control Processor shkall be able to interrupt and be
interrupted by the following processors per paragraph 1IV.E.

-~ Input/Output Processor
-~ Operations Processor

- Fill-in Processor



IV.,A.3.2 Memory Transfer Controller

The Control Processor shall be capable of interrupting and
being interrupted by the Communications Bus Controller per

paragraph VII,

IV.A.3.3 Keyboard Interrupt

The Control Processor shall be interruptable by the Keyboard
as specified in part VIII,

IV.A.3.4 Alphanumeric CRT Interrupt

The Control Processor shall be interruptable by the Alpha-
numeric CRT as specified in part IX.

IV.A.3.5 Disc Interrupt

The Control Processor shall be interruptable by the Disc
as specified in part XI.

IV.A.3.6 Clock Interrupt

The Control Processor shall be interruptable by the real-
time clock as specified in IV.A.1l.

IV.A.4 Additional Consideration

Additional consideration shall be given when the Control Processor
is configured to provide a user microprogramming capability as
follows:

IV.A.4.1 Microprogrammability

The microprogramming capability shall include:

- a micro-assembler

- a micro-control debugging support, including hardware
and/or software e w

— writeable control store



IV.A.4,2 Micro-code Insertion

The micro-code developed on the micro-processor of the Control

Processor shall be capable of being inserted into the other

i

processors, as specified in Sections IV.B., IV.C., and IV.D.

IV.B. Input/Output Processor
In addition to meeting the basic requirements as stated in III., the
Input/Output Processor shall be provided with the following:

IV.B.1 Interrupt Capability<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>