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ABSTRACT

Efforts have been invested in enhancing the original radianias correction scheme in the
Gridpoint Statistical Interpolation (GSI) Data Assimitat System at the National Centers for
Environmental Prediction (NCEP). The enhanced schemet#ty consolidates the original

two-step procedure into a single step variational proceéhside the GSI, along with the newly
added capabilities of adaptive background error variamfethe bias predictor coefficients,

passive channel bias correction, and bias initialization.

A new emissivity sensitivity predictor term is also consted to account for the land/sea
difference, as the new Community Radiative Transfer MOG&TM release 2.1.3) development
improves the microwave sea surface emissivity model, whishilts in a larger OmF contrast

between land and sea. The results show that the enhancadeadiias correction with the new
emissivity bias predictor works well with the new CRTM andvyides additional significant

forecast skill improvement. Both the enhanced radiance tiarection scheme and the CRTM
release 2.1.3 are included in the upcoming NCEP’s operatibhs34 implementation.

A new strategy is also developed to expand the enhancedczdidas correction scheme into the
all-sky microwave radiance assimilation. Only the micreer@adiance data with matched cloud
information with the first guess are used for estimating ta#ance bias predictor coefficients,
while the radiance data with mismatched cloud informatioa l@ias corrected using the latest
bias predictor coefficients available. The preliminaryuitssindicate that this strategy removes
the radiance bias effectively and at the same time presthreasseful cloud information.

1. Introduction

Radiance bias correction is an important and necessaryrséegsimilating radiance data, and several schemes hawve bee
developed in major Numerical Weather Prediction (NWP) asrdaring the past decade to address this issue, for example,
the scheme implemented by Derber and Wu (1998) in the Sp&tatistical Interpolation (SSI) data assimilation syste
(Derber et al. 1991; Parrish and Derber 1992) and later ina8e (Wu et al. 2002; Purser et al. 2003a, 2003b) at the
NCEP; the scheme used at Met Office (Hilton et al 2009); themehdeveloped by Harris and Kelly (2001) at the
European Centre for Medium-Range Weather Forecasts (ECMaviE)later a variational scheme that includes both the
scan angle and air-mass components (Dee 2004).

The original radiance bias correction scheme in the GSI iw@astep procedure. The scan angle bias correction
component outside the GSI is computed as the time-averabser@tion-minus-First guess (OmF) of the radiance data,
and the variational air-mass component is inside the GSlldavdahis component to be estimated at the same time as
the analysis control variables in the analysis system.ig the original scheme has been successfully applied to al



assimilated radiance data throughout these years, enhantefforts have been motivated to address some of the known
and suspected issues.

In this study, the enhanced radiance bias correction replffte original two-step procedure by a single variational
procedure, obtaining both the scan-dependent and air-tlegendent components along with the control variablesnvith
the GSI. This change simplifies the operational suite, detiates the possible opposite drifts of the two bias corepts

One newly added feature is the adaptive background erréanas of the radiance bias predictor coefficients.

capability to automatically detect any new, missing or wecy of radiance data and to initialize any new radiance.data

Another important new capability is the passive channek liarrection with a new approach formulated and
implemented at the end of the analysis inside the GSI. Thigluility provides a very convenient way to obtain the
bias estimate of any radiance data that are not used buteneaifor future use, such as the data from Suomi National
Polar-orbiting Partnership (NPP). More details of the erdea radiance bias correction will be described in Section 2

A recent development of the enhanced radiance bias cameistia response to the upgrade of the CRTM. Both are
part of the upcoming operational T1534 Global Forecasteédy{GFS) upgrade. Since the upgraded CRTM release 2.1.3
improves the microwave sea surface emissivity model, eefa@mF contrast is observed between land and sea. An
emissivity sensitivity predictor term is constructed te@aent for the land/sea difference. The combined performaric
the enhanced radiance bias correction and the CRTM releasevidll be discussed in this paper.

The radiance data used so far in the operational GS| dataitetsdn system are clear-sky radiance data. Research
studies are also actively engaged in the all-sky radiansiendation. A new strategy is proposed to expand the entdnce
radiance bias correction for the all-sky microwave radéadata.

This paper is organized as follows: A brief description af #nhanced radiance bias correction scheme in the GSI
is given in Section 2, and the new emissivity bias predicsadescribed in Section 3. Experiment setup and results are
discussed in Section 4. A new bias correction strategy feskgl microwave radiance data is developed in Section 5, and
finally the conclusions are given in Section 6.

2. Enhanced radiance bias correction algorithm

The radiance bias correction scheme originally used in fferasional GSI is described in Derber and Wu (1998). It
consists of an air-mass dependent component and a scarcany@nent, hence the observation operattor radiance
data can be expressed as

h(x,3) = h(x) + b (x, §) + b9, &

wherex is the model state or GSI control vector, anck) represents the radiative transfer model. The originalreehis

a two-step procedure: the scan angle compobfétite is updated outside the GSI, and the variational air-masgooent
b%", which is a linear combination a¥ predictors (hereV = 5), is updated within the GSI. The original five predictor
terms include global offset, a zenith angle term, clouditdqwater (CLW), lapse rate convolved with the channel’s
weighting function, and the square of the lapse rate comblith the channel’s weighting function.

The enhanced radiance bias correction scheme incorpdbaescan angle bias component into the GSI through a
simple K-th order polynomial of scan angbe Since the original zenith angle predictor is no longer eeatbw,b*"9'¢ is
expressed as

K
pomate = 25N+k—1¢k, 2
=1

where the order of the polynomiak{() is commonly chosen a% or 4. Hence, the total bias can be written as a linear
combination of a set of predictofs (x), k = 1,2,...,N + K — 1, andp, = 1. Letting ;. denote predictor coefficients,

we have
N+K—-1

h(x,B) =h(x)+ > Bpr(x). (3)
k=1
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These coefficients are estimated during the minimizatich@ftost function

J(x,83) = %(X —xp) Bt (x — %) + %(ﬁ — )" B (B —Bs)
+ 5l — B ARy — hix, B,

wherey stands for observations, and 5, are the first guesses for and 3, respectively;By is the background
error covariance fok; and Bg the block-diagonal background error covariance for ptedicoefficients, Witth) =
diag(c3, ;,-..,05, ;) forchannelj (j = 1,2,...,J).

For the original radiance bias correction scheme, the smdmnce?nf% are specified a®).0 for all predictor coefficients
of all channels. In the enhanced bias correction schemay apgroach is taken to adaptively update the background erro
variances by the approximations of the analysis error maga of the radiance bias predictor coefficients from preyvio
analysis cycle. The analysis error covariance can be appatad by the inverse of the Hessian, and the Hessian with
respect to the radiance bias coefficiefi{s,, is written as

Hs =B;' + H;R ™ 'Hy, (4)

whereHgj is the partial derivatives oﬁ(x,ﬁ) with respect to3. Moreover, due to the close interaction between the
quality control and the radiance bias correction, a quasitenbased bias initialization step is added in the GSI. The
combination of the adaptive background error variancestiadchew bias initialization step allows the system to detect
any new/missing/recovery of radiance data and initialiyergew data automatically.

The Hessiarts is also used in the modified pre-conditioning to speed up tmvergence of the GSI minimization.
The original pre-condition€Z is in the form of

By 0
0 Bj

7 = . )

Following Dee (2004), the pre-conditioner of the radian@s Ischeme is modified to take into account the contribution
from the observations t#&(3. B is replaced byM 5 in the modified pre-conditioner, wheM ;' = Hg. For simplicity,
only diagonal elements cH;R'Hy are considered in the calculation ®fi;~" at each analysis cycle in the
implementation. Furthermore, a constanis multiplied to B, for further preconditioning the control variablasto
make the convergence of the control variakleompatible with that ofs. In our study is chosen a$.0F — 3.

Another new capability of the enhanced radiance bias ctioreds the passive channel bias correction. The new
approach we take is different from that of Dee (2004) at ECMWHhe GSI, the bias correction of the passive channels
is performed at the end of analysis, using the same biasatimmealgorithm for active channels but to fit to the newly
generated analysis. Letting, denote the analysis, anddenote the passive channel data that pass the quality tontro
including cloud detection for Infrared data, the predictoefficientss can be obtained by minimizing the functiorfal

F(B) = 35~ 5)7B5' (5~ )
+%bfﬁ@WMVR”b*ﬁ@m@Y

This capability provides a very convenient and efficient wagbtain the bias of any new satellite data that are not used b
monitored for preparation for future use, such as the radialata from the NPP satellites. More details of the enhanced
radiance bias correction can be found in Zhu et al. (2013).

3. New emissivity sensitivity predictor

With the ongoing efforts towards the upcoming operation#534 GFS upgrade at NCEP in 2014, both the upgraded
CRTM release 2.1.3 and the enhanced radiance bias correstiieme are included in the upgrade package. Since the
enhancement developments of these two components areateddieparately and parallely, although each was tested
separately and exhibited improvements over the operadt@®nra configuration (Liu et al. 2011; Zhu et al. 2013), attenti
needs to be paid to the compatibility and combined perfooaaf the two major changes of the analysis.
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A desirable feature that accompanies the latest CRTM, gel@4l.3, is a general improvement in the accuracy of sea
surface field of view simulations for surface sensitive mweave channels. For example, when applied in the GSI, the
variances and biases of first guess departures for AMSUAcgIgensitive channels have in general been reduced eelativ
to the application of a previous CRTM, release 2.0.5, ovassefaces. This CRTM improvement is due to the replacement
of an older Fast Microwave Emissivity Model (FASTEM), FASNIEL, with a newer FASTEM, (FASTEM-5), in CRTM
release 2.1.3. A particularly salient component of the FBBH5 Geometrical Optics (GO) theory is the accounting of
interactions with small-scale sea surface waves (Liu eR@l1). This accounting of small-scale waves was absent in
FASTEM-1.

As the CRTM release 2.1.3 improves the variances and bid€emb for microwave surface sensitive channels over
sea areas, larger OmF differences between land and seasamwedb (e.g., the upper panel of Fig. On the other hand,
the radiance bias correction scheme doesn’t have a biagmmedesigned to deal with the large land-sea contrast Thi
was not an issue previously with the small land-sea difiegenhowever, when combined with the CRTM release 2.1.3,
this creates a situation where, either the large OmF laadiferences are dumped into other existing bias predictor
the radiance data bias correction settles down somewhéetireen the OmFs over land and the OmFs over sea, or both.
Therefore, an emissivity sensitivity bias predictor is stoucted as the following in the enhanced radiance biagcton

to handle this issue:
0 if over sea

D issivity (X ﬁ — ]
emissivity (X; 6) 9%, otherwise

(6)

Heree denotes emissivity, arit, is the brightness temperature. This emissivity sengjtpiiedictor takes into account not
only the OmF differences between land and sea, but also tfecswsensitivity of each individual channel. This predict
basically has no impact on high-peaking channels. An exarmapivindow channel is shown in Fid.for channel 1 of
AMSUA from NOAA19 on 0Z Aug. 1, 2012. The OmF before bias cotien is displayed in the upper panel. Many of
the radiance data over land are with large negative OmF sahug most of the data over ocean have positive OmF values.
The OmF after bias correction is shown in the lower panel,ifirgdseen that the bias is reduced for the data over both
land and ocean, and the large difference between land argl sebevident any more.

4. Experiment setup and results

In this Section, the combined performance of the two analgbianges, i.e., the enhanced radiance bias correction
(thereafter referred to as ERBC in the figures) and the CRTI¥ase 2.1.3, is assessed. A development version REL-
4.2.0alpha of the parallel GFS along with GSI r27269 and CRTM @€ 1.3 is used for the experiments conducted in
this study. The analyses are performed every 6 hours. Theagwlysis cycle, GFS, is started 2.75 hours after the symop
hour with the observation window [-3,2.5] around the syimmpbur, and is followed by a 192-hour forecast. In this study
the 192-hour forecast is only issued at 00Z. The late arsbygile, GDAS, is started at 6 hours after the synoptic hour
with the observation window [-3,3], and provides a 6-houetast to the next early and late analysis cycles as the first
guess.

Experiments are performed for an arbitrarily chosen pefiioch July 2 to August 27, 2012. The first eight days are set
aside for system spin-up and to allow the radiance bias ctioreto stabilize, and hence are excluded from the calicuat
of subsequent statistics.

The control experimen€TL is the low resolution 3DVAR parallel GFS, in which the originwo-step radiance bias
correction scheme and the CRTM release 2.0.5 are used. &dméal resolution of 254 spectral triangular truncation
(T254) and 64 unequally spaced sigma layers (L64) in véréiza used for the GSI. The operational conventional and
satellite data, within the real-time cutoff window, are dise this study. They include rawinsonde, aircraft obseoves;
land and sea surface reports; Atmospheric Motion VectoM\(Afrom geostationary and polar orbiting satellites; GPS
bending angle observations; radiance data from HIRS, AMSUWHAS, ATMS, GOES, a 281 channel subset of AIRS, and
a 616 channel subset of IASI; as well as ozone data from SBUMVI.

The experimenCRTMonly is the same as the control, except that the CRTM release &.118ed. The other two
experimentERBSWCRTM andERBSWCRTMn are the same aSRTMonly, except that the enhanced radiance bias
correction is turned on. Two modes are tested for the enldarackance bias correction scheme: the radiance data on the
cross-track scan edges are include@RBCwWCRTM and are excluded iERBCwWCRTMn. The exclusion of the data
on the scan edges, on one hand, decreases the data covetagette other hand, since the data on the scan edges tend
to have larger biases, it is beneficial to the fitting of thensaagle bias formula E® to the radiance OmFs across the
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Figure 1. An example of OmF for AMSUA channel 1 data from NOAA19 at 00Z Alig2012: before bias correction (upper), and after biasection
including the emissivity sensitivity predictor (lower).

scan angles. The impacts of the combined two analysis coemp®the enhanced radiance bias correction and the CRTM
release 2.1.3) on the analysis and forecast are investigathis Section.

First, let's take a look at the combined impact on the analyshas been known that our operational system has warmer
temperature analyses over southern higher latitudes &t leertical levels when compared with the ECMWF analyses.
The warm bias was reduced from our separate experimentsathn of the two upgraded components (Zhu et al. 2013).
The combined effects of the two components are presenteit)ir? Fwhere the upper left panel shows the temperature
analysis field at 700mb for th€TL, and the other three panels are the analysis differencesbertthe experiments
with respect to theCTL. The lower right panel is for the experime@RTMonly, where only CRTM release 2.1.3 is
used instead of the CRTM release 2.0.5; the upper right amdrlgeft panels are for the experimeERBCWCRTM
andERBCwWCRTMNn, respectively. The enhanced radiance bias correctiorrmgduon in experimentsRBCwCRTM
andERBCwWCRTMn, and the former includes the radiance data on the scan edgkestie latter excludes the data on
the scan edges. It is seen that the use of the CRTM releasergduces the warmer bias by abol2 K at southern
higher latitudes, but turning on the enhanced radiancedue®ction on top of the CRTM release 2.1.3 further reduces
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Figure 2. Mean temperature analysis field at 700mb for@¥e_ (upper left) and the analysis differences between eachriexpet and theCTL during
the period from July 10 to Aug. 26, 2012RBCwWCRTM (upper right) ERBCwWCRTMn (lower left), andCRTMonly (lower right).

the magnitude of the warming (by as largedask’) and expands the cooling to much larger areas. The two mddkes o
scan-edge data usage exhibit similar patterns on the tetoperanalysis at 700mb, and slightly more cooling is olesirv
in ERBCWCRTMn.

Regarding forecast skills, the anomaly correlation betwibe forecasts and their respective analyses is examimmed. T
mean anomaly correlation of geopotential height at 500mkitfe period from July 10 to Aug. 27, 2012 is presented
in Fig. 3. It is shown that the impact of using the CRTM release 2.1.[y dblue line) is neutral for the Northern
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Figure 3. Mean anomaly correlation of geopotential height at 500mbHerNorthern Hemisphere (left) and Southern Hemisphere Jrajiving the
period from July 10 to Aug. 27, 2012.

Hemisphere, but positive in the Southern Hemisphere; Adtkling the enhanced radiance bias correction scheme on
top of the CRTM release 2.1.3, the resultssElRBCwWCRTMn andERBCwWCRTM (red and green lines) exhibit better
skill in the Northern Hemisphere and significant improveinaithe forecast skill over the already improved Southern
Hemisphere fronCRTMonly (blue line).

The root mean squared error (RMSE) of vector wind at 200misis @xamined. The most significant improvements
are observed over the Southern Hemisphere and in the Troféceeduced RMS errors are observed in all the three
experiments in the Southern Hemisphere in Bigiurther reductions are obtained by the use of the enharagidnce
bias correction, especially the experim&RBCwCRTMn where the data on the scan edges are excluded seems to
perform better at the first two days than the other two. In ttepits (Fig.5), the enhanced radiance bias correction with
the scan-edge data seems to erode the improvement obtesnethe CRTM release 2.1.3, but the enhanced radiance bias
correction without using the scan-edge d&&BCwCRTMn) provides additional benefit to the improvement obtained
from the CRTM release 2.1.3.

5. Expansion to the all-sky microwave radiance data assimilation

The results we present so far and the current operational @& assimilation system are for clear-sky radiance
data assimilation. Research development efforts have betively engaged in the all-sky microwave radiance data
assimilation. For the assimilation of cloudy radiance deltaud information from the forecast model and the obsérmat
are utilized in an effort to improve the analysis and modeéd¢ast over the dynamically important regions. Different
approaches have been taken at the NWP Centers and reseditclesisfor example, the approach that doesn't involve
a new cloud control variable but the use of cloudy radianda telp to improve the temperature and moisture fields at
ECMWF (Bauer et al. 2010), and the approach that takes on oseveral new cloud control variable(s) (e.g., at Met
Office, English et al. 2006). The approach we have been tefstirAMSUA data over ocean is to add a a total cloud water
control variable (and the codes are also ready for sepal@tel tiydrometeors or total moisture as control variable(s)
and comparison tests are underway). The background ewariance for the cloud variable(s) is obtained from both the
static background error covariance and the ensemblesghrour 3DVAR/Ensemble hybrid system (Kleist et al. 2012)
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Figure 4. The RMSE of vector wind at 200mb for experimeif L (upper left) in the Southern Hemisphere during the periothfdaly 10 to Aug. 27,
2012, and the RMSE differences betw&RBCwWCRTMn (lower left), ERBCWCRTM (upper right) CRTMonly (lower right) andCTL, respectively.

with stochastic physics. For the quality control of the aatie data, the cloud filtering procedure, which is in place fo
clear-sky radiance assimilation to exclude the data tlea#ected by clouds, is no longer needed for all-sky mickava
radiance assimilation. The observation error of the aflvgicrowave radiance data is specified according to the geera
cloud liquid water values from the observation and the fitstgs (Geer and Bauer 2011), and the CLW over ocean is
calculated as the following (Grody et al. 2001; Weng et a03)0

CLW = cosf x {co + 1 In[285 — T, (1)] + ¢2 In[285 — T}, (2)]}, @)
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Figure 5. Same as Figd but for the Tropics.

whereT, (1) andT,(2) are brightness temperatures for channels 1 and 2. We focahehe radiance bias correction
for the all-sky microwave radiance data. As the discussansresults presented in previous Sections are for clgar-sk
radiance data, a new bias correction strategy is proposkteated for the all-sky radiance data in this Section.

5.1. New bias correction strategy

Before we get to the new bias correction strategy, we wolkltlh review the role of the CLW bias predictor in the bias

correction scheme. This predictor was constructed forrakg radiance data assimilation to remove the cloud signal
from the cloud affected data. It is only applied to microwaadiance data over ocean. Because of the effectiveness of

this predictor, the GFS operational system has been sdattgsacorporating some cloud affected radiance data with
increased data coverage for the clear-sky radiance datailas®n. As we are working towards the all-sky radiancéada
assimilation, this term is no longer needed and set to be zero
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With the all-sky radiance data, the data can be categorizedour scenarios based on the two CLWs calculated from
the observation and from the first guess: the two CLWs may &tdithat both the observation and the first guess are clear-
sky, or both of them are cloudy; Or the observation CLW paiatsloudy but the first guess CLW points to clear-sky; or
vice versa. The latter two categories are the locationsewverexpect to generate or eliminate cloud via the assioilatf
all-sky radiance data. Our goal is to remove the bias frormad&nce data while preserving the useful cloud infornmatio
from the OmF with mismatched cloud information. That is,hagroper sample of the radiance data, in a ideal situation
after bias correction, we should see a Gaussian distribDtaéis of the radiance data with cloud information matched
with the first guess, and one hump of the radiance data witmatished cloud information on each side of the Gaussian
distribution.

Since all bias coefficients of the enhanced radiance biasdwwn are obtained at the same time as the control vagsable
during the GSI minimization process, and in this procesthalOmFs of the quality-controlled radiance data are etilin
producing the analysis and the bias coefficients, it isyikieat the OmF bias caused by the mismatched cloud informatio
may get lost in this process and at the same time mess up \eithidls correction of the radiance data that have matched
cloud information with the first guess. To handle this diffiguwe propose a new strategy of bias correction for all-sky
microwave radiance data: only the radiance data with clatatination matched with the first guess are used in the bias
coefficients update at each analysis cycle; and the radidaizewith mismatched cloud information are bias corrected
using the latest bias coefficients available. Hence, therobton operator of the AMSUA radiance data can be writien a

h(x. 8) h(x) + fo;’f{ Berpr(x)  if with mismatched cloud, over ocean ®)
X = N+K .
’ h(x) + " Brpr(x)  otherwise
10000 10000
Ocld—Fcld I Ocld-Fcld
9000 Oclr—=Fclr 9000 qe Oclr—Feclr
o Oclr—Fcld ° Oclr—Fcld
8000 1 Pe 8000 1
7000 1 e 7000+
+— 60001 ° 6000
[ °e o
>
O 5000+ o \ 5000 -
&
O 4000 ° ° 4000
-+ o o
O
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10001 S e 1000 1 L
0 . - 0 = -
-1000 — —— 1000 — ——
-5 -4 -3 -2 -1 0 1 2 3 4 5 -5 —4 -3 -2 -1 0 1 2 3 4 5
Normalized OmF Normalized OmF

Figure 6. Histograms of two-week AMSUA channel 3 data from MetOp-A lthse four cloud categories: the left panel is for the experimeéthout
the new bias correction strategy for all-sky radiance datd,the right panel is for the experiment using the new styateg

Preliminary experiments have been conducted to test thtegtr with the GSI 3DVAR/ensemble hybrid GFS system.
The resolution T254L64 is used for both GSI 3DVAR and the Ertse Kalman Filter (EnKF) with 80 ensemble members.
The observations used in the experiments are the same apahational GFS run (i.e., clear-sky radiance assimilgtion
except that for AMSUA data over ocean, non-precipitating@WA radiance data are used in the experiments. An example
of a two-week long statistics is given in Figifor AMSUA MetOp-A channel 3 to illustrate the effect of themetrategy.

The bias-corrected OmF histograms of the four categoreprasented in the figure with the left panel for the experimen
without using the new bias correction strategy and the palniel for the experiment using the new strategy. It is sean th

10



without the new bias correction strategy the histogramb®fadiance OmFs with matched cloud information are pushed
to right and the OmF biases become positive, while the cporeding two histograms after using the new strategy behave
well and are centered around the bias zero line, and the tberategories with mismatched cloud information sit on the
either side.

5.2. Scattering index bias predictor
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Figure 7. The scattering inde%I (left) andC LW (right) for AMSUA data from NOAA19 at 00Z July 5, 2012.

Since precipitation vertical profiles are not currently madailable for our first guess of the analysis because of file
size issue, only non-precipitating radiance data are usttiprevious subsection. This means that many cloudyreélia
data will be passed by for now. One way to compensate the Ilafiksbguess precipitation information, without losing
precipitating radiance data, is to add a scattering indag predictor to the enhanced radiance correction schenee. Th
scattering indexX [ is calculated as in Weng et al. 2003

ST =—113.2 + [2.41 — 0.0049 % Ty (1)] * Ty (1) + 0.454 x T, (2) — T;(15), 9)

whereT,(1), T,(2) andT,(15) are brightness temperatures for channels 1, 2 and 15. Téicpor is set to b&T where
observation indicates scattering, i.e., observa@igii’ > 0.3 or ST > 9; and this predictor is set to be zero everywhere
else. From Fig7, the locations o’ LW > 0.3 andSI > 9 generally agree well and complement to each other. Theescatt
plot of averaged CLW vs. OmF with bias correction for two-WwédISUA channel 1 data from NOAA19 is displayed in
Fig. 8. The left panel is the experiment without the scattering pi@dictor, and the right panel is the experiment with the
scattering bias predictor. It is seen that the use of this jpiadictor reduces the OmF bias at larger CLW bins.

This bias predictor experiment is simply used as a test ofeptn We will shift our focus from non-precipitating to all
ranges of cloud and precipitating radiance data once th@pitation information from the forecast model is writteato
for the analysis.

6. Conclusionsand futurework

Enhancement efforts have been made on the original radl@iasecorrection scheme. By combining the scan angle and
air-mass bias components under the variational framewiekenhanced scheme replaces the original two-step scheme
with a single step inside the GSI along with the control valega. Several other features are also added. First, a new
scheme for updating the background error variances foratimmce bias coefficients is proposed and developed. Since
the analysis error covariance can be approximated by tlersewf the Hessian, the background error variances are set
to be the analysis error variances from previous analysikecyfogether with the modified pre-conditioning that takin
into account the observation contribution to the Hessiah véspect to the bias predictor coefficients, and the new bia
initialization step, the enhanced scheme is capable of@atically detecting any missing/new/recovery of radiadata
and initializing the bias for any new radiance data.

Another new capability of the enhanced radiance bias ctioreis the passive channel bias correction. A new approach
is formulated and implemented within the GSI when the newyaigis generated, by fitting the radiance bias correction
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Figure 8. Scatter plot of averaged CLW vs. OmF with bias correction feo-tveek AMSUA channel 1 data from NOAA19: the left panel ig th
experiment without the scattering bias predictor, and tiiet panel is the experiment with the scattering bias predicto

formula to the differences between the radiance obsensatod the newly generated analysis. This capability pesvid
an efficient way to obtain the bias correction for any new amditored radiance data. More detailed information about
the enhanced radiance bias correction can be found at Zh2@t 3.

A more recent development of the enhanced radiance biasctiom is triggered by the upgrade of the CRTM. As the
CRTM release 2.1.3 improves the microwave sea surface iityssodel, a larger OmF contrast is observed between
land and sea. An emissivity sensitivity predictor term iastoucted to account for the land/sea difference. Experime
are conducted to assess the combined performance of theaathaadiance bias correction and the CRTM release 2.1.3,
as both are included in the upcoming operational T1534 GKf8adie. The results show that, while the CRTM release
2.1.3 improves the forecast skills in the Southern Hemisphad the Tropics, the combination of the enhanced radiance
bias correction and the upgraded CRTM provides further ampments in both Northern and Southern Hemispheres and
the Tropics.

With the development of cloudy radiance assimilation in@&®, how to perform bias correction for both clear-sky and
cloudy radiance is yet another challenge. A new strategyopgsed in this study to obtain the bias predictor coeffisien
only using the radiance data with cloud information matchiti the first guess, though all quality-controlled radianc
data are used to obtain the analysis. The experiment results that the strategy works well. A simple test is also
done to examine the effectiveness of a scattering bias gicedin removing bias from the radiance data with a large
amount of cloud liquid water. Since our data assimilatiostem is still evolving, especially with the model moist picgs
development, more experiments have to be done to carefshlysa the performance of all-sky radiance assimilation.
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