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1. INTRODUCTION

The Physical Retrieval TOVS Export Package, developed by the Coope-
rative Institute for Meteorological Satellite Studies (CIMSS), Madison,
Wisconsin, has been implemented on the computer system at SMHI. The
ONSAM-experiment gave an opportunity to test the software package. The
ONgAM—experiment took place at Onsala Space Observatory (57024'N,
11°55'E), May 2-26, 1983. The primary objective of this project was to
test the performance and profiling capability of ground-based tempera-
ture ‘and water vapour microwave radiometers developed at Chalmers Uni-
versity of Technology (Askne, 1984).

During the ONSAM-experiment TIP-data were received from the Danish
Meteorological Institute, Observatory for Space Research, Rude Skov,
Birkerdod, Denmark, where a read-out station is situated. The impliementa-
tion of the TOVS Export Package and test results are described by
Svensson (1984). The results from the TOVS Export Package are compared
to those from a new physical, nonlinear inversion method developed at
SMHI. In the development of the new inversion method the approach was

1) efficient and publically available numerical software should be
used,

2) the method should be easy to analyse,

3) new ancillary data should be easy to incorporate.

Those readers who are not already familiar with the characteristics
of the TIROS Operational Vertical Sounder (TOVS) are referred to Laurit-
sen et al (1979), Werbowetski (1981) or Smith and Woolf (1976).

2. INVERSION METHOD

The basis of the inversion method is the radiative transfer equa-
tion (RTE). Surface observations of temperature, humidity and pressure
are also incorporated in the inversion method. Basis splines (B-splines)
have been used to represent the temperature and humidity profiles. Some
physical constraints, represented as linear inequality constraints are
also included. This leads to a linear least-squares problem with
linear inequality constraints to solve. Because of the nonlinear pro-
perties of the radiative transfer equation, we may have to repeat this
process once or twice.

This chapter describes all the parts of the inversion method, which

is called THAP (Temperature and Humidity Atmospheric Profiler). More de-
tails about the algorithms and computations are found in Svensson (1985).
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2.1 Radiative transfer equation

The radiative transfer equation for satellite based radiance
measurements is

P aTv(P)
Yy © E\).B\)(TS).T\)(PS) - £ Bv(T)._TiF__ "dP,

where the following notation is used:

radiance measured at channel 'v',

" channel number (20 infrared and 4 microwave channels
are available),

P pressure (PS is surface pressure),

T(P) temperature (TS is surface skin temperature),

€, emissivity,

Tv(P) transmittance,

BV(T) Planck function.

The dependency of zenith angle is to be understood. Calculation of trans-
mittance is described in Weinreb et al (1981). These calculations are
made available through a NOAA software package for 40 different levels,
between 0.1 and 1000 mb. For simplicity we assume that PS is 1000 mb.

Transmittance depends not only on frequency, angle and pressure level,
but also on temperature, water content and ozone content between the
pressure level of interest and the satellite. We also define

W(P) water vapour mixing ratio (g/kg),
V(P) In (W).
Throughout this paper, we will indicate matrices with a double wavy

underline and vectors with one wavy underline. The element in row 'i'
and column 'j' for a matrix A is denoted aij and the element 'i' in a

vector 5 is denoted a;. Especially we note that P, T and V are vectori-
zed into E, I and ! for the 40 pressure levels.

2.2 Taylor expansion

Suppose we have an initial guess of temperature, surface skin tempe-
rature and humidity (T(O), Téo) and V(O)). We make a first-order Taylor

expansion about T(O), Téo) and V(O) and get

P at (P)
] o el Sl Y
Bai® Wope 5 7450 Bv(TS ) Tv(PS) + g BV(T ) r—5p— P
Ay 37, Y,
il U Rl )
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In the calculation of the partial derivatives we use standard soft-
ware for numerical differentiation and numerical quadrature. Equation
(1) may in a shorter form be written

L i S il B
where RT and EV are mxn-dimensional matrices, ES is a m-dimensional

vector, m is the number of frequencies and n is the number of pressure
levels (=40). With I(O) + AI, Tg»+ ATS and !(O) + AV, we receive better

approximation of T, TS and V.

In order to scale the equations properly, eTch equation, correspond
. 2B (B "(y,))
ing to channel v should be multiplied by 1/ 5T

B-l(yv) is called brightness temperature. The weights, of each equation,

. The term

are based upon the estimated errors in the brightness temperature for
each frequency.

2.3 Ancillary data

Ancillary data are given by surface observations of temperature
(TOBS) and humidity (VOBS = ]n(WOBS)' This will give two equations

. (0)
Bty = Togs = tao (2)
and
_ (0)
Aa0 = Vogs = Vao - (3)

The initial temperature profile is given for 40 levels. However we
only allow AT to be non-zero for pressure levels up to 10 mb (which
corresponds to level 11). Besides we require that Atl1 should not be too
large. This will give the equation

Aty =0 - (4)

The difference between the variables t,~ and T. is assumed to be
. 40 S
small. The equation

_ (0 _ (0) (5)

ot g S.Js 40

40-AT

will express this relation.

The equations (2)-(5) are weighted, based upon the estimated errors
in the variables involved.
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2.4 B-splines

We use a set of basis functions, for the variables T and V, instead
of discretizing the variables in 40 levels. This will increase the
accuracy of the solution and decrease the number of arithmetic opera-
tions. We choose cubic B-splines, with In(P) as independent variable,
to form the basis functions. Some very attractive features of B-splines
are

1) well-developed theory,

2) excellent approximation properties;

the function, its integral and derivatives are calculated easy
and accurate,

3) publically available numerical software exists.

B-splines are described by de Boor (1978).

We have already mentioned, that we do not allow the temperature to
be changed above the 10 mb-level. Besides we do not allow the water
vapour to be changed over the 300 mb-level (level 26). This can be
expressed in the choice of the knots, which define the B-splines. The
knots for the B-splines representing T are the logarithms of Y * {4*10,
100,200,300,400,500,600,700,850,4*1000}.

Thus we may express the initial guess temperature profile up to 10
mb as

12
= ]El Ci'Bi(\‘yTaP) ]

1(0) p)

where c, are spline coefficients for temperature profile and Bi(wT,P) is

the B-spline 'i' for the given set of knots, WT, at pressure P.

In the same way we will have

(Ye)

Ve - g

1
where di are spline coefficients for V and Bi(wV,P) is the B-spline 'i'
for the given set of knots, Yy at pressure P.

The knots for the B-splines representing V up to 300 mb are the loga-
rithms of iy = {4*300,400,500,600,700,850,4*1000}.

We may represent AT and AV with B-splines in the same way, with the
spline coefficients AC and AD respectively. Then (1)-(5) together with

the new basis functions will give the linear system

yUsaD = Y (6)

+
>
>
(w]

"
N
S
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where the new elements in (6) are

S T {? . 1= 1,8,,..005" J'= T4 L2,
13 B,(¥,P)) i=11,12,...40, j = 1,....12,

- e . : Rl T T UTTI 4 e S SRR - 5
i] B, (¥y,Py) i=26,27,....40,j = 1,....9.

Equation (7) is formed by (2)-(5) where

000000000001
o - [oo0000000000
Ar = 100000000000 | °
000000000001
As = (0,0,0-1)] ,
000000000
o . | oooooooo:
Av = | 000000000 ’
000000000
: (0) (0) ~ -(0) .(0)\T
Z = (Togs = tag »VYogs = Vag +0sTs ~ - typ")

We have a linear least-squares problem with 22 unknown and m+4 equa-
tions. Optimization problems, including least-squares problems, are
described in Gil1l et al (1981). The weighted (6) and (7) can in short
form be written

minf[IKF - 6l1,} (8)
F - .
where
RS R R, U
E = E. zT = "'S :V = )
R B Ay
F o= (AQT,ATS,QQT)T ,
6 = £ (i) ’
E is a (m+4) x (m+4)-diagonal matrix,- where element e, is the

weight for equation 'j'.
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This problem is ill-posed. That is, taking the least-squares solu-
tion

-lo Tcg :

&

we will have a physically unacceptable solution, because of the influen-
ce of measurement error in the RTE. A survey of inversion problems in
remote sensing is found in Twomey (1977). In order to have a physically
acceptable and mathematically accurate solution, we may add physical
constraints and penalty terms.

2.5 Physical constraints

Physical constraints added to an inverse problem will often, as a
complement to other methods, improve the solution. Here we will use two
physical constraints, which are transformed to linear inequality con-
straints.

The dry adiabatic lapse rate, defined in Holton (1979), is con-
i e dT
straining the temperature variations by A < R/CP-T where R and CP

are constants. With a representation of T in B-splines we will have in
terms of the unknown AC,

12

I (BIHP) - RICy8(4r.P)) ac <
12

1Z=1('Bi(\yT:P) + R/CP'B](WT)P))'C1

We check these constraints for the pressure levels 26, 27 ,,,, 40.

The relative humidity has to be in the interval O to 100%. The
lower Timit is automatically fulfilled because we use the variable V =
In(W). From the basic laws of thermodynamics we derive V <a+B8(1/273
- 1/T), where & and B are constants (o depends on the pressure).

This is a nonlinear constraint. We may linearize it by doing a

Taylor expansion about T(O) and V(O)

we then have

. In terms of the unknown AC and AD

12
. (0) ,+(0) i
lBi(WV,P) Ad; - B/(THT riflsi(wT,P) bey <

0)

n ™Mo

1
o + 8(1/7273-1/180)) _ y¢

We check these constraints for the pressure levels 26, 27, ..., 40.
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2.6 Penalty terms

We will add penalty terms, or reqularization functionals, which re-
flects the supposed behaviour of the solution to the inverse problem. We
will require that the variables T and V will be smooth. We then change
(8) to

P18 A 1 Eatallio s budee Lyntnkp Ly )
where
1n(1000) ?
I = [ (T"(P))~dIn(P) ,
1n(10)
1n(1000) :
I, = (V"(P))~dIn(P)

1n(300)

and Aps Ay are positive, regularization parameters to be decided (T" and

M d2y

and
dn(P)?  din(P)?
perature profiles, where (AT)" is used instead of T", have been proposed
by 0'Sullivan and Wahba (1984).

V" are short for

A similar penalty term for tem-

If we use spline representation we will have IT = (E + QP)TS(E + 49)
and I, = (D + 4D)'H(D + 4D)
where
1n(1000) g . . (L
qij = A i) Bi(WT,P)-Bj(vT,P)-dln(P) 5 15,3 € 12,
and
n(1000) " il
hij = TRYER Bi(wV,P)-Bj(WV,P)-dln(P) " isrd.2 9

The matrices Q and H can be calculated analytically with few arithmetic
operations. Both matrices are symmetric and positive definite. We make

and ﬂ = LT L+ and

a Cholesky factorization, which gives Q = E¥'L :V.EV (zT

EV are triangular matrices). =
Now (9) may be rewritten

min (| [K-F-6]| |

F

~

+ ApllLpeac + g + Ayl eaD + Ly 0l[,),  (10)

2 v

2
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which is an ordinary least-squares problem in the unknown AC, ATS and
AD. The regularization parameters A1 and AV have to be estimated. We

- will do a subjective estimation of the parameters. Several different
values of these parameters have been tested and those two, which seemed
to give the best result were chosen. The reqularization parameters may
be automatically computed by the method of generalized cross-validation,
see Craven and Wahba (1979) or Golub et al (1979). The algorithms are
developed for non-constrained linear, least-squares problems with one
reqularization parameter. Generalized cross-validation has recently been
extended to be used for nonlinear problems by O0'Sullivan and Wahba
(1984).

2.7 Solving the linear least-squares problems subject to linear in-
equality constraints

We will now solve the linear least-squares problem (10) subject to
the linear inequality constraints described in Section 2.5. We use the
algorithm developed by Stoer (1971). This algorithm also solves least-
squares problems with equality constraints. If none of the constraints
is active, the computational work in solving the problem, is comparable
with methods used for linear least-squares problems without constraints.

We have now received a better approximation of T, TS and V, with
T 1O 1 vl e and v 2 89 Dy with few modi-
fications of the algorithms, we may use I(l) Tél)
initial guess, and repeat the procedure. This will account for the non-
linear properties of the radiative transfer equation. Two or three
iterations seem to be enough.

and !(1) as a new

3. DATA PROCESSING

The Physical TOVS Export Package, dated 24 September, 1983 and
described by Smith et al (1984), was used. The ordinary retrieval pro-
gram (FXTIRO) was replaced by our method (THAP). The retrieval programs,
both FXTIRO and THAP, offer a lot of alternatives. The programs were
executed with the following options:

1) Analysed values of surface temperature, surface dewpoint tempe-
rature and surface pressure are included.

2) Climate was used as first guess profile.
In THAP we use another first guess for the water vapour. We use

the formula W(P) = W ,.*(P/P )3, which is suggested by Smith
(1966) . e
3) Profiles are produced from 3 x 3 arrays of HIRS spots. This
will give an approximate horizontal resolution of 75 km.
"4) The high-resolution topography with a horizontal resolution of
ten nautical miles was used.

In THAP we use the HIRS-channels 3,4,5,6,7,8,10,11,12,13,14,15 and

16 and the MSU-channels 3 and 4. This will give a total of 15 equations
derived from the radiative transfer equation. Surface emissivities for
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the HIRS-channels are given in Table 1, which is taken from Chedin and
Scott (1984). Surface emissivity for the MSU-channels is 0.7.

Channel number 7 8 9 10 13 14 18 19
Land | 0.98 | 0.96 | 0.96 |0.93 | 0.91 |0.93 |0.88 | 0.88

Emissivity ==--o-bommmmo oL
Sea 1.0 0.98 | 0.9810.98 | 0.97 |0.98 [0.96 | 0.96

TABLE 1.

1 is given to the remaining channels.

The weights for the different equations are given in Table 2.

Surface emissivities for the HIRS channels. An emissivity of

Equation Weight
28 387 (v,)) "

Derived from RTE for channel 'v', eq (6) 1/aT
Surface observation of temperature, eq (2) 0.5
Surface observation of humidity, eq (3) 10
Temperature at 10 mb, eq (4) 0.5
Difference between surface temperature and 0,33
surface skin temperature, eq (5)

This weight should be divided

with the assumed measurement error

in the brightness temperature. According to Susskind and Chahine .
(1984) this error is estimated to 0.7°K for clear retrievals and 1%
for partly cloudy retrievals. We assume an error of 1°K.

TABLE 2.

The regularization parameters were;

A

iterations were done for each sounding.

300

Weights for each equation used in the inversion method THAP

= 0.03 and AV = 0.06. Three



43°"TESTS

Test data are taken from the Meso-scale Analysis Area for PROMIS
600 at SMHI, see Gustafsson and Tornevik (1984), during the period
May 3-26, 1983. Fifteen satellite passages were processed. This area,
with the radiosonde stations marked off, is shown in Fig. 1. Temperature
retrievals from these radiosondes were compared with satellite sound-
ings in the following way.

1) Radiosonde observations at 00Z and 12Z were used. The nearest
time to the satellite passage was used. The radiosonde data
have passed certain gross quality checks.

2) The nearest satellite sounding to each radiosonde was chosen.
Distance should be less than 150 km.

3) Layer mean temperatures for eight levels were calculated and
compared. Root-mean-square difference (RMS), standard devia-
tion (STD) and mean difference (MEAN) were calculated.

Only clear retrievals were analyzed, because the cloud correction
algorithms in this version of TOVS Export Package, was not well adapted
for our kind of inversion method. Later versions of TOVS Export Package
use more suitable cloud correction algorithms. The results from FXTIRO
are shown in Fig. 2, while the results from THAP are shown in Fig. 3.

Figure 1. Radiosonde s%ations gn the Meso-scale Analysis Area
(appr. 54-61°N, 6-28°E)
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Figure 2. Differences in layer mean temperature between satellite
soundings from FXTIRO and radiosondes, launched in the Meso-
scale Analysis Area. 104 clear retrievals are included.
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Figure 3. Differences in layer mean temperature between satellite
soundings from THAP, without tropopause information, and
radiosondes launched in the Meso-scale Analysis Area. 118
clear retrievals are included.
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Our method shows a large RMS-difference around the tropopause. This
is not unexpected, because there generally exists a sharp edge in the
temperature profile at the tropopause. The penalty term, that we have
used for the temperature profile, will smooth the temperature around the
tropopause too much. If we have some information about the tropopause we
may use this in the spline approximation of temperature, by placing
knots with multiplicity three at the tropopause. This will give dis-
continuities in the first and second derivatives at the multiple knot,
which we believe will give a better approximation of temperature around
the tropopause. The tropopause information is taken from radiosonde
data. Radiosondes were launched from Onsala, at the same time as the
satellite passage. The first tropopause, according to the WMO defini-
tion, was calculated and a multiple knot was placed there. The same
multiple knot was used for the whole area and the regularization para-
meter A, was changed to 0.05. The results are shown in Fig. 4. This
shows tEat we have significantly reduced the error around the tropopause.
In Fig. 5 we show the influence of the incorporated tropopause on the
temperature retrieval for one satellite sounding.

P (mb)

70
100

200 ¢

400

MEAN

850 |

mopd ek X el
5 43 2 8 1z 1 % 5aim

Figure 4. Differences in layer mean temperature between satellite
soundings from THAP, with tropopause information, and radio-
sondes launched in the Meso-scale Analysis Area. 118 clear
retrievals are included.

303



P(mb)

100 +

200 +

€00 +

700 +

850 |

Figure 5.

-0 -30 -20 *110

Temperature retrievag fromoone satellite sounding
(1983-05-06 1345, 57°N, 12°E)

radiosonde

THAP, without tropopause

THAP, with tropopause

(temperature below 300 mb will coincide with the
retrieval, without tropopause information)
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In an operational system, the tropopause information might be de-
rived in different ways.

1) An objective analysis of the tropopause from the available, or
a future sparser, radiosonde network will be done.

2) In the future a network of VHF radars, see Gage and Green (1982
might be used to give tropopause height (and wind profiles).

3) In a well-balanced integrated system, the tropopause measure-
ment should be done by a satellitebased instrument. Munteanu
et al (1984) have proposed that tropopause height should be
derived from TOMS Ozone Measurements.

5. CONCLUSIONS

We have shown that the results from our inversion method THAP are
comparable with the results from the ordinary retrieval method in the
Physical Retrieval TOVS Export Package. However there is a lot of tuning
to be done. The regularization parameters, the weights of the equations
and the number and Tocations of the knots have to be decided. Some of
these parameters might be changeable according to the area, the time of
the season or the weather situation.

The next step is to implement this method in a quasi-operational

" TOVS processing system. A read-out station with data processing capabi-
lities is under purchase at SMHI. Such a quasi-operational system is
planned to be ready in 1986. The TOVS Export Package will form the base
of the TOVS Processing System. We will continue the development of THAP.
The water vapour profiles might be improved, and the use of some boun-
dary layer model might be useful, especially over cold surfaces. Better
cloud correction algorithms, e.g. by using AVHRR-data, are believed to
give a major improvement in the retrieval profiles.
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