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PREFACE

This report summarizes the major portion of research in
atmospheric physics performed as required by the contract work
agreement, Additional work has been documented and presented
at earlier dates.,

The first three papers in Section A discuss methods for
extracting meteorological information from remote satellite
measurements and a technique for reducing the data. The last
paper presents a comparison of observed limb-darkening measure-
ments with theoretical calculations. Section B contains the
first comprehensive summary of the earth's global radiation
budget using all available data from satellites flown prior
to 1966. This work was supported in part by this contract.

A large group of workers have contributed to the papers

in this report and their efforts are gratefully acknowledged.
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SECTION A



A TECHNIQUE FOR DETERMINING CLOUD TOP

HEIGHTS UTILIZING SATELLITE DATA

JOHN STEWART BOHLSON



ABSTRACT

A technique for determining cloud top heights utilizing satellite
measurements of infrared radiation in the broad band region is pre-
sented. The technique is based on adjusting a calculated upward
radiation flux to equal an observed upward flux by placing a gray cloud
at various heights which acts to attenuate the outgoing radiation as
well as reradiate at a lower temperature. Seven charts based on
theoretical and climatological data were constructed to show cloud top
heights as a function of cloud cover for a given satellite IR radiation
measurement. Five examples are given of cloud tops derived from
these charts compared to the tops calculated from the actual radiosonde
ascents. The charts yield a good approximation when the time of the
year and the synoptic situation are taken into consideration. It is con-
cluded that this technique could be useful in the future as a '""backup"
~system and as a calibfation device for the more conventional "window"

estimations of cloud top heights.



INTRODUCTION

Estimations of cloud top heights based on satellite data are
normally derived from infrared flux in the 8 to 12 micron "window"
region. The print:ipal reason for using this wavelength interval is that
the vapor absorption coefficient is small and the outgoing intensity in
this region.is not changed to a large degree by absorption and radiation
within the atmosphere from the intensity emitted by the underlying sur-
face. Various authors have shown that the cloud top temperature can
be approximated by using temperatures derived from infrared measure-
ments in the 8 to 12 micron wavelength interval when thé sky is
covered with relatively dense clouds and a black body intensity
distribution for the outgoing intensity is assumed (see, for instance:
Bandeen et al., 1961, Fritz and Winston, 1962, and Hanel and Stroud, ..
1961).

The purpose of this study is to present a technique for determining
cloud top height's utilizing satellite data in the broad band 3 to 30
micron region, based upon climatological and theoretical atmospheres.
At the moment this study is of more theoretical interest. However, one
can assume that future satellites will carry instrumentation for simul-

taneous readings of window, broad band, and television data.
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The importance of the transmission properties of clouds for infrared
satellite measurements of the atmosphere can clearly be seen when one
considers the strong influence of clouds on the thermal energy exchange
between the earth, the atmosphere, and space. Cloud layers which are
opaque to long wave radiation provide a high cold radiating source near
their tops for the upward radiation above the clouds. One must also
include in the thermal energy exchange budget the clouds which are not
opaque. In this case, radiation above the clouds does not only come
from the clouds themselves, but also from the earth and the atmosphere
beneath.

Satellite observations of the upward flux and radiosonde ascents
from the same area make it possible to calculate an upward flux that
equals the observed flux. This is done by placing a 'black or partially
black!' cloud at various heights, the clouds effect being that of attenu-
ation and reradiation at lower temperatures. This then is the basis for
the determination of the cloud top height. Specifically, a broad band
computer solution of the radiative transfer approximation was used to

calculate the upward flux (see discussion in appendix).



UPWARD IRRADIANCE AT SATELLITE LEVEL AND CLOUD OCOVER

Several forms of the transfer equation exist for calculating the
upward flux of infrared radiation at satellite level assuming the amount
of cloud cover and cloud emissivities are available. The transfer equa-
tion for upward flux at a reference level in the atmosphere as used here

is given by:

u
(1) Ft = [ o THu), (e (u) /2w du
(o]
u -
+ [ oT(u) (9e(u) /2u)du
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u
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where the symbols used are compiled in the following table (1).

The effective longwave emissivity includes both the cloud scatter
éffects and the actual cloud emissivity which is equivalent to one
minus the slab transmissivity. Kuhn (1963} has shown that one can
obtain the longwave emissivity in a simple manner. One assumes that
he can measure the equivalent infrared flux which is defined as the
average of thé upward and downward radiant fluxes, at a plane in the

atmbsphere parallel to the earth's surface, in this case the cloud top or



Symbol

Fal
F.}
Fuf

Fil

c2

F,
up

TABLE 1

Definition
Upward longwave radiative flux
Optical depth (cm.) of absorbing gas
Stefan-Boltzman constant, 0.817 X 10~!° cal. /cm? min. deg?
Mean air temperature (°K) of the atmospheric layer

Optical depth of atmospheric carbon dioxide (atmospheric
centimeters)

Optical depth of atmospheric water vapor (precipitable
centimeters)

Optical depth of atmospheric ozone (atmospheric centimeters)
Earth's surface temperature (°K)
Effective emissivity

The equivalent radiation at the cloud top which has two
contributing radiation currents F, and F,

Downward longwave radiative flux at level 2
Upward longwave radiative flux at level 2
Upward longwave radiative flux at level 1
Downward longwave radiative flux at level 1
Longwave fadiative flux from the cloud, level 2
Percentage cloud cover

Upward longwave radiative flux from the earth's surface



base. If one then considers the thermal energy budget at the base and
top of the cloud, one can show that the observed fluxes reduce alge-
braically to the effective emissivity of the cloud (Fig. 1).

Calculations of the upward flux of infrared radiation at satellite
level may take cloud cover into account in two ways. First, as was
done by Kuhn (1966}, a table may be constructed to show the effective
emissivity as a function of a given combination of cloud types and a
percentage cloud cover. However, such a table must be based on a
large amount of data, and at present only limited data is available.
Secondly, one can take cloud cover into account by using the following
approach. The actual satellite reading of the upward flux is a function
of the upward irradiance from the ground and the equivalent radiation at
the top of the cloud. It can be shown that the equivalent radiation at

the top of the cloud is given by equation (2) (see Kuhn 1963A):
(2) Fp, =F2+F2=(1 - e*)F, + *F , +F2

and the actual satellite reading is given by equation (3):
(3) SATELLITE READING = (1 -C) Pup + CXF,

The symbols used are defined in table (1), and the relationships are
shown schematically in figure (1).

This second method, which was used in this study, allows one to
use a constant effective emissivity, but it requires an accurate estima-

tion of the percentage cloud cover. Yamamoto, Tanaka, and Kamitana
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(1966) have shown that the emissivity of clouds in the spectral interval
from 8 to 12 microns exponentially approaches 1.0 as the number of
droplets in a column approaches 107 per square centimeter. We assume
that a similar relationship holds for the broad band region. This limits
the study to those clouds in which the number of cloud droplets in a
column of 1 sq. cm. through the vertical thickness of the cloud is

5 % 10% or greater. This limitation then results in a value for the effec-
tive emissivity within the range from 0.9 to 1.0. The effect of varying
the effective emissivity for a given satellite reading is shown in

figure (2). Using the values 0.9 and 1.0 would yield a change in cloud
height of about 25 mb., which is within the accuracy of the calculated
cloud height. A value of 0.96 for the effective emissivity was used for
convenience. Clouds with droplet concentrations less than 5 X 108 per
sqg. cm._ are here considered to be '"thin'' and thus having effective
emissivities less than 0.9. Clouds with bases above 300 mb. are thin
because there is not enough water vapor at this height to reasonably
expect the limiting concentration. Thin clouds should have effective
emissivities a good deal lower than 1.00 even for overcast conditions.
For example, Kuhn (1966) estimates a value of 0.65 for an overcast of

cirrus clouds. Therefore, calculations are considered of marginal

value for cloud bases above 300 mb.
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CLOUD TOP HEIGHT CHARTS

Initial calculations to determine the effects of varying the per-
centage cloud cover and the effective emissivity were based on tem-
perature and pressure data taken from the U.S. Standard Atmosphere
(1962, and the moisture data (in this case, saturation mixing ratio was
used for the entire ascent) was obtained from the Smithsonian Meteoro-
logical Tables (1958). For a more up-to-date approach, the graphs for
Atmospheres A through G were based on climatological soundings of
temperature and pressure from the "Air Force Interim Supplemental
Atmospheres to 90 Kilometers' (1963), and the mixing ratio from mois-
ture data by London (1957). The pressure, temperature, and moisture
data above 200 mb. were taken from Mastenbrook (1965), for all eight
soundings.

The climatological soundings used were:

Atmosphere
A 15°N yearly mean sounding
B 30°N January
C 30°N July
D 45°N July
E 45°N January
F 60°N July
G 60° N January

(see appendix)
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The cloud top height charts were constructed by utiiizing the transfer
equation for calculating the upward flux for the seven mean atmospheric
ascents. First, the upward flux at satellite level was calculated for
the '"no cloud" condition, using the surface temperature as determined
by the surface radiosonde measurement. Second, a 50 mb. thick
partially black cloud was inserted along the sounding and the upward
flux recalculated as the gray cloud was raised in 25 mb. increments
from a cloud top at 925 mb. to a top at 150 mb. With this data, it was
then possible to construct cloud top height charts for the seven climato-
logical radiosonde ascents. Indeed, using this technique allows one
to construct a similar chart for any sounding.

One can see from these calculations that the range of values for
the satellite measurement of the upward irradiance is from 0.2000 ly./min.
to 0.3800 ly./min. for overcast sky conditions.

It is.apparent that any given cloud top can result in a number of
pairs of satellite readings and cloud covers. For example, a cloud top
at 500 mb. during January at 30°N could be the result of a satellite
reading of 0.3500 ly./min. with a 12 percent cloud cover, a satellite
reading of 0.3300 ly./ min. and a 38 percent cloud cover, or a satellite
reading of 0.3000 ly./min. with an 82 percent cloud cover (fig. 3).

An apparent pf'oblem arises when an inversion is present in the
sounding used for the calculations. This may be explained by consider-

ing the inversion in the lower layers of the 60°N (January) atmosphere.

The cloud top height as determined in this study was based on the
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attenuation and re-radiation at a lower temperature of the upward
streaming flux when a cloud was placed at various heights in the
troposphere. In this case, the highest temperature is in the layer be-
tween 950 mb. and 850 mb. rather than at the surface; therefore, the
maximum upward flux at satellite level is not observed from the clear
condition but rather from the particular instance when the cloud top is
at the inversion boundaries. For example, a satellite reading of
0.2750 ly. /min. would yield a cloud top either between 925 mb. and

900 mb. or between 875 mb. and 850 mb. for 100 percent cloud cover

(table 2).
TABLE (2)
PRESSURE TEMPERATURE UPWARD FLUX AT 5.0 MB.
1000 -16.0 0.2719
975 -15.0
950 -15.0
925 -14.5 0.2747
900 -14.0 0.2756
875 -14.0 0.2756
850 -15.0 » 0.2737
825 ‘ -16.0 0.2716
800 -17.0 0.2696
175 -18.0 0.2675

750 -18.5 0.2664
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The calculated values of the upward flux are given to 4 decimals
as obtained on the computer program. The accuracy of satellite
measurements obviously is considerably lower; values to two decimals
are about all one can assume.

As previously mentioned, this problem is only an apparent one be-
cause once the presence of an inversion is known, one can place the
cloud top at the top of the inversion. One may assume that cloud top
heights derived from climatological ascents will be less erroneous in
areas in which the variance of the daily ascents would be the least.
Such an area would be the tropical oceanic regions where data coverage
is sparse. The height of the trade wind inversion is quite well known;

therefore, this technique should be useful in this area.



APPLICATION OF RESULTS

In order to test this method on a specific case, one must have
satellite measurements of the broad band infrared radiation over an area
where thére are reliable radiosonde stations. March 4th, 1962 was
selected because TIROS IV passed over San Antonio, Texas; Shreveport,
La., Green Bay, Wis., Saint Cloud, Minn., and International Falls,
Minn. at about 0900 G. M. T. The general synoptic features at this
time were highs over Utah and the Texas panhandle and a low in north-
west Iowa with a cold front extending from the low south through
western Illinois, Missouri, Arkansas, and Louisiana. Figure (4) shows
the upward flux in ly. /min. as measured by TIROS IV, the satellite
track, and the general synoptic situation on March 4th, 1962. The
radiosonde ascents for all five stations were taken from the '"Northern
Hemisphere Data Tabulations' at 1200 G. M. T.

On March 4th, 1962 the satellite sensors over International Falls
observed an outward flux of between 0.21 and 0.22 ly. /min., at this
time the sky cover was 100 percent. The calculated outward flux from _
equation (1), not considering clouds, is 0.2890 ly./min., employing
the International Falls 1200 G. M. T. radiosonde ascent for this date.
Recalculating the upward flux as described on page 12 produces a cal-
culated flux of 0.2176 ly./min. when the cloud top is. at 425 mb., and

a calculated value of 0.2103 ly. /min. when the cloud top is at 400 mb.

16
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Therefore it may be concluded that the cloud tops over International Falls
are between 21,000 and 23,000 ft. When comparing this result with the
climatological cloud top height charts, one must realize that the air
mass over a mid-continental station during early spring will usually be
somewhat colder than the climatological ascent which was averaged
around the entire latitude circle. And, it is evident that the radiosonde
ascent for International Falls lies between the soundings for January
45°N and January 60°N. Therefore, the cloud top height, according to
the climatological charts and by interpolation, is about 22,000 feet.
This seems to be too’high. However, the position of the storm center
to the south-southwest of this station would very likely yield a high
cirrus shield over Minnesota. The cirrus shield would further attenuate
the upward flux, thus yieldimj a satellite reading that is too low, and a
corresponding calculated cloud height somewhat higher than would be
obtained from the low and middle clouds by themselves.

Using this same process for determining the cloud top height over '
Saint Cloud resulted in a calculated upward flux without clouds of
0.2876 ly. /min. The cloud top height as calculated from the 1200
G. M. T. radiosonde as;:ent is between 19,000 and 21,000 ft. Interpolating
between January 60°N and January 45°N places the cloud top at approxi-
mately 20,000 ft. The calculated value obtained, assuming clear skies,
for the Green Bay ascent was 0.2909 ly. /min., while the satellite

sensors recorded a reading of about 0.24 ly. /min. The corresponding
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heights derived from the actual and climatological ascents are 19,000
and 19,000 to 20,000 ft. respectively. Again the actual sounding is
somewhat colder than the climatological sounding, making interpolation
necessary between the charts.

Moving southward, a satellite reading of between 0.27 and 0.28
ly. /min. is noted for Shreveport. Figure (4) shows a frontal system
approaching this station and an overcast sky. Calculations from the
1200 G. M. T. ascent provide an Fup value of 0.3589 ly. /min., while a
cloud top at 16,000 to 18,000 ft. would be necessary to attenuate the
upward irradiance sufficiently to yield the observed readings. The
radiosonde ascent for Shreveport is cooler than the climatological
ascent for January 30°N but warmer than the ascent for January 45°N;
therefore a height of 16,000 to i8,000 ft. can be deduced from the
climatological charts.

Finally, San Antonio is in a high pressure area and has clear
skies. (fig. 4). The calculated upward flux for this station based on
the 1200 G. M. TT. ascent is 0.3741 ly./min. for clear skies, while the

.calculated upward flux for the 30°N January climatological sounding
with no clouds is 0.3935 ly. /min. Two explanations for this small
diffefence seem plausible. Either the high pressure cell at the surface
with convergence aloft may induce cirrus which are not visible from the
ground, or the difference in the distribution of water vapor between the
actual sounding and the climatological sounding may be sufficient to

account for the difference. One can see from the ascent for March 4th,
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1962 for San Antonio that the layer between 1000 mb. and 900 mb. is
very moist. The moisture then decreases rapidly to 700 mb, and again
increases to 500 mb. At this level the mixing ratio is greater than the
value for the climatological ascent. The moist layer at 500 mb. may

act as a thin cloud with an effective emissivity much lower than 1.0.



CONCLUSION

It is realistic to adjust a calculated upward flux to equal an
observed upward flux by placing a "black' or "partially black' cloud at
various -heights which act to attenuate Aand re-radiate at a lower
temperature.

Cloud top height charts may be constructed using a measured per-
centage of cloud cover and computer calculated upward irradiance
values based on radiosonde ascents. These charts then provide a
unique cloud height for any given combination of cloud cover and a
given satellite measurement of the broad band infrared flux. There is
one exception, however; if an inversion is present, a double solution
will occur. A cloud top located directly above or below the inversion
will yield the same calculated value of upward flux. The inversion is
obvious from the sounding, and should not cause too much confusion.

This study suggests that it is possible to use such cloud top
height charts when constructed from climatological data for various
latitudes and times of the year in liew of calculating a chart for each
radiosonde ascent. ‘_I;he four examples presented in this study show
good agreement between the cloud tops as derived from the actual
sounding and those obtained from the climatological charts when
interpolation between the charts was employed.

Although this study brought out interesting results about the

21
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possibilit}f of measuring cloud top heights using the broad band
computer solution of the radiative transfer equation, it was not possible
to verify any of the calculated cloud heights. Nevertheless, the
heights obtained for the five stations in this particular case appeared
to be reasonable considering the time of year and the synoptic
situation.

The accuracy of this method will improve when better correction
factors for the calculated upward flux can be derived. For example,
work is now being done at the University of Wisconsin on a correction
factor for aerosol absorption which is often quite important but was not
taken into account in this study (Weinman, 1966). Simultaneous
readings of broad band infrared radiation and television pictures
covering the same area would obviously increase the accuracy of this
technique.

If the accuracy of this technique can be established, then this
method should be useful as a ""backup'' system and as a calibration
device for the more conventional window estimations of cloud top

heights.
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APPENDIX

Summary of the upwérd fluxes at 5.0 mb. (assumed satellite level)

in langleys per minute.

The upward flux values in the following tables are calculated
values for the 5.0 mb. reference level as a 50 mb. thick gray cloud is
lifted through the atmosphere from a cloud top at 925 mb. to a top at
150 mb. in 25 mb. increments. The pressure is given in millibars, the
temperature in degrees Celsius, and the mixing ratio in grams per
kilogram.

A brief summary of é comparison between the observed upward flux

and the computed upward flux is presented following the data tables.
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STANDARD ATMOSPHERE

PRESS TEMP MIX SATELLITE READING

AT 5.0 MB.
1000 14.3 10.14 .3394
975 12.7 9.75

950 11.2 8.75

925 10.1 8.40 .3327
900 8.5 7.75 L3301
875 1.2 7.22 .3278
850 5.6 6.60 .3251
825 3.9 6.20 .3220
800 2.3 5.55 .3191
775 0.7 5.32 .3161
750 ~ 0.9 4.76 .3131
725 - 2.9 4.25 .3093
700 - 4.5 3.85 .3061
675 - 6.4 3.81 .3023
650 - 8.4 3.25 .2982
625 =103 3.17 .2942
600 =125 2.54 .2900
575 -14.5 2.27 .2852
550 -16.5 2.01 .2808
525 ~18.7 .23 .2759
500 -21.2 1.44 .2702
475 38,7 1.22 .2645
450 -26.3 0.971 .2585
425 -28.8 0.823 .2547
1400 -31.3 0.656 .2458
375 -34.7 0.534 .2391
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STANDARD ATMOSPHERE (CONTINUED)

32

PRESS

TEMP

MIX

SATELLITE READING

AT 5.0 MB.
350 -37.8 0.414 .2319
325 -4038 0.324 .2250
300 -44.5 0.244 .2165
275 -48.4 0.200 .2077
250 -52.3 0.158 .1989
225 -56.5 0.084 .1895
200 -56.5 0.010 .1895
175 -56.5 0.010 .1894
150 -56.5 0.009 .1894
125 -56.5 0.009
100 -56.5 0.008
75 -56.5 0.008
50 -55.9 0.008
25 -51.5 0.007
20 -47.0 0.006
15 -43.0 0.005
10 -40.0 0.002
5 -35.0 0.000




ATMOSPHERE (A)

15° N

PRESS TEMP MIX SATiIing ?fﬁD TG
1000 26.5 16.00 .3850
975 24.5 15.00

950 23.0 14.00

925 22.0 13.00 3776
900 20.5 12.00 .3750
875 18.5 11.00 3714
850 17.0 9.80 .3686
825 15.5 0.00 .3675
800 14.0 7.90 .3628
775 13.5 6.90 3617
750 13.0 6.20 .3606
725 11.0 5.50 .3563
700 9.0 5.00 .3519
675 7.5 4.50 .3485
650 5.0 3.80 3427
625 3.0 3.30 .3379
600 1.0 2.90 .3331
575 - - 1.5 2.60 .3269
550 > 4.0 2.20 .3207
525 = b 1.90 3156
500 - 8.5 1.63 .3091
475 -11.5 1.40 .3012
450 - 14.0 1.10 2946
425 -17.0 0.80 .2866
400 -20.0 0.70 .2786
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ATMOSPHERE (A) (CONTINUED)

34

SATELLITE READING

PRESS TEMP MIX AT 5.0 MB.
375 - =23.0 0.50 .2706
350 -26.0 0.40 .2626
325 -29.0 0.30 .2534
300 -33.0 0.30 .2442
275 -37.0 0.20 B 39
250 -42.0 0.20 2212
225 -47.5 0.10 .2076
200 -52.5 0.084 .1955
175 -57.5 0.010 .1835
150 -63.0 0.009 .1708
125 -173.0 0.009
100 - 80.0 0.008

75 -74.0 0.008
50 - 65.0 0.008
25 -52.0 0.007
20 -50.0 0.006
15 -45.0 0.005
10 -38.0 0.002

5 - =217.0 0.000




ATMOSPHERE (B)

30°N (JANUARY)

SATELLITE READING

PRESS TEMP MIX CFT
1000 14.0 7.50 .3588
975 13.5 7.00

950 12.5 6.20

925 11.5 6.00 .3543
900 11.0 5.50 .3534
875 10.0 5.10 .3514
850 9.5 4.80 .3504
825 8.5 4.50 .3483
800 8.0 4.30 .3472
775 6.0 3.70 .3429
750 4.0 3.40 .3384
725 2.5 2.90 .3350
700 0.5 2.50 .3303
675 - 1.5 2.10 .3255
650 - 3.0 1.80 .3218
625 - 5.0 1.60 .3169
600 - 7.5 1.30 .3106
575 - 9.5 1.20 .3056
550 -12.0 1.00 .2992
525 -14.5 0.90 .2928
500 ~17.0 0.80 .2863
475 -19.5 0.70 .2798
450 -22.5 0.50 .2721
425 -24.5 0.45 .2669
400 -27.0 0.40 .2604
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ATMOSPHERE (B) (CONTINUED)

36

PRESS " TEMP MIX SATELLITE READING
AT 5.0 MB.
375 -30.0 0.35 2527
350 -33.0 0.30 .2449
325 -37.0 0.20 2346
300 -41.0 0.15 2243
275 -45.0 0.10 2141
250 -49.0 0.009 .2038
225 -53.0 0.009 1937
200 -57.0 0.009 .1804
175 - 59.0 0.009 .1719
150 - 61.0 0.008 1735
125 - 64.0 0.008
100 - 670 0.008
75 - 70.0 0.008
50 -65.0 0.008
25 -54.0 0.007
20 -52.0 0.006 -
15 -48.0 0.005
10 -43.0 0.002
5 -33.0 0.000



ATMOSPHERE (C)

30°N (JULY)

SATELLITE READING

PRESS TEMP MIX iy
1000 28.0 © 13.50 .3935
975 26.0 12.50

950 23.5 11.90

925 21.5 10.90 .3824
900 20.5 9.10 .3797
875 18.5 8.50 .3796
850 17.5 8.00 .3740
825 16.5 7.30 .3721
800 15.0 6.50 .3700
775 13.0 5.80 .3669
750 11.0 5.20 .3618
725 9.5 4.50 .3585
700 7.5 4.00 .3542
675 55 3.60 .3497
650 3.5 3.30 .3452
625 1.5 2.80 .3405
600 0.0 2.60 .3370
575 - 1.5 2.30 .3333
550 - 3.0 2.00 .3296
525 ‘ - 5.0 1.80 .3246
500 - 6.5 1.60 .3207
475 - 9.0 1.25 .3142
450 ' -12.0 1.00 .3063
425 -15.5 0.82 .2983
400 -18.0 0.69 .2903
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ATMOSPHERE (C} (CONTINUED)

38

SATELLITE READING

PRESS TEMP MIX e Ty
375 -21.0 0.50 .2822
350 -25.0 0.38 2716
325 -29.0 0.33 .2612
300 -31.0 0.28 .2559
275 -33.0 0.20 .2506
250 -37.0 0.16 .2399
225 -42.0 0.084 2269
200 -47.0 0.010 .2140
175 -52.0 0.009 .2011
150 -58.0 0.009 .1862
125 - 64.0 0.008
100 -700 0.008

75 - 65.0 0.008
50 -59.0 0.007
25 -50.0 0.007
20 -47.0 0.006
15 -45.0 0.005
10 -37.0 0.002

5 -26.0 0.000




ATMOSPHERE (D)

45°N (JULY)

SATELLITE READING

PRESS TEMP MIX vy iy
1000 20.2 11.0 .3782
975 19.5 10.10
950 18.5 9.50
925 17.5 9.00 .3737
900 16.2 8.50 3714
875 15.1 7.80 .3694
850 14.0 7.30 .3673
825 13.0 6.50 .3653
800 12.0 6.00 .3633
775 -2 5.50 .3597
750 8.5 5.00 .3561
725 7.2 4.50 .3529
700 5.5 4.00 .3496
675 4.2 3.60 .3467
650 2.5 3.30 .3428
625 1.3 3.00 .3400
600 - 0.5 2.60 .3357
575 - 2.2 2.30 .3315
550 . ~ 4.0 2.00 .3217
525 - 6.5 1.80 .3208
500 - 8.5 1.60 .3157
475 -10.7 1.40 .3099
450 -14.0 1.20 .3013
425 -17.5 0.90 .2921
400 -20.5 0.70 .2842
375 -24.0 0.55 .2750
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ATMOSPHERE (D) (CONTINUED)

40

SATELLITE READING

PRESS TEMP MIX AT 5.0 MB.
350 -217.0 0.45 2672
325 -29.0 0.40 .2608
300 -32.0 0.34 .2530
275 -36.0 0.28 .2439
250 -41.0 0.19 .2311
225 -417.0 0.11 .2161
200 -53.0 0.08 .2016
175 -58.0 0.009 .1897
150 -58.0 0.009 .1895
125 ° -58.0 0.008
100 -58.0 0.008

75 -56.0 0.008
50 -53.0 0.008
25 -46.0 0.007
20 -46.0 0.006
15 -42.0 0.005
10 -36.0 0.002

5 -23.0 0.000




ATMOSPHERE (E}

45°N (JANUARY)

SATELLITE READING

PRESS TEMP MIX AT 5.0 MB.
1000 = 18 2.60 3093
975 - 2.0 2.50

950 - 3.0 2.43

925 - 3.5 2.40 .3056
900 - 4.5 2.30 .3037
875 - 5.0 2.10 .3027
850 - 6.0 2.00 .3007
825 - 7.0 1.83 .2986
800 - TS 1.70 .2976
775 - 8.5 1.51 .2954
750 = 9.5 1.40 .2932
725 -10.5 1.25 .2909
700 -12.0 1.10 .2875
675 -13.5 1.00 .2840
650 -15.0 0.90 .2805
625 -17.5 0.82 .2746
600 -19.5 0.72 .2699
85 - 20.5 0.64 .2574
550 -22.5 0.54 .2625
525 -24.5 0.45 25717
500 -270 0.40 .2516
475 -29.0 0.34 .2468
450 -31.0 0.28 .2419
425 -33.5 0.23 .2359
400 -36.0 0.20 .2299
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ATMOSPHERE (E) (CONTINUED)

SATELLITE READING

PRESS TEMP MIX AT 5.0 MB.
375 - 38.0 0.16 .2239
350 -42.0 0.15 .2157
325 -44.0 0.13 2111
300 -46.0 0.10 .2064
275 -48.5 0.10 -+ .2006
250 -51.0 0.098 .1938
225 -54.0 0.095 .1882
200 -58.0 0.058 A 19
175 -58.0 0.010 .1792
150 -54.5 0.009 1877
125 -55.0 0.009
100 -57.0 0.007

75 -58.0 0.007
50 -58.0 0.006
25 -58.0 0.005
20 -58.0 0.004
15 -58.0 0.002
10 - ' -60.0 0.002

5 -60.0 0.000




ATMOSPHERE (F)

60°N (JULY)

PRESS TEMP MIX SATfTLI;If)EI\i?DING
1000 13.2 7.20 .3599
975 12.0 6.90

950 10.0 6.40

925 9.5 6.00 .3539
900 8.0 5.50 .3512
875 7.0 5.10 .3493
850 5.5 4.70 .3465
825 4.5 4.40 .3446
800 3.5 4.00 .3426
775 2.0 3.70 .3395
750 1.0 3.50 .3374
725 - 0.5 3.20 .3343
700 - 1.5 2.90 .3321
675 - 3.0 2.70 .3287
650 - 4,0 2.40 .3264
625 - 5.5 2.20 .3229
600 - 7.5 1.90 .3182
575 - 9.5 1.70 .3134
550 -12.5 1.40 .3061
525 ©-14.5 1.20 .3011
500 -17.0 1.00 .2948
475 -19.5 0.85 .2885
450 -225 0.70 .2890
425 - 25.5 0.55 .2733
400 -28.5 0.41 .2657
375 -32.0 0.31 .2569
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ATMOSPHERE (F) (CONTINUED)

44

SATELLITE READING

PRESS TEMP MIX AT 5.0 MB.
350 -35.5 0.24 .2483
325 -39.0 0.19 .2397
300 -42.5 0.15 .2313
275 - 46.5 0.11 .2219
250 -48.0 0.11 .2183
225 -48.0 0.11 .2183
200 -48.0 0.084 .2185
175 -48.0 0.010 .2186
150 -48.0 0.009 .2186
125 -48.0 0.009
100 -48.0 0.008

75 -48.0 0.008
50 -48.0 0.008
25 -44.0 0.007
20 -43.0 0.006
15 -39.0 0.005
10 -36.0 0.002

5 -23.0 0.000




ATMOSPHERE (G)

60°N (JANUARY)

SATELLITE READING

PRESS TEMP MIX At 5.0 MB.
1000 -16.0 1.00 2719
975 -15.0 1.00
950 -15.0 0.99
925 -14.5 0.98 2747
900 -14.0 0.96 .2756
875 -14.0 D.95 .2756
850 -15.0 0.90 B TET
825 -16.0 0.85 2716
800 -17.0 0.81 .2696
775 -18.0 0.75 2675
750 -18.5 0.72 .2664
725 - 1.5 0.70 .2642
700 -21.0 0.69 .2609
675 -22.0 0.65 .2587
650 -23.0 0.60 2565
625 -24.5 0.54 .2530
600 -25.5 0.49 .2507
S -27.0 0.42 .2473
550 -29.0 0.38 .2415
525 -31.5 0.33 .2369
500 -33.5 0.29 .2323
475 . -36.0 0.22 .2265
450 -38.0 0.19 .2220
425 -40.5 0.16 .2163
400 -43.0 0.12 .2107



ATMOSPHERE (G) (CONTINUED)

46

PRESS

TEMP

MIX

SATELLITE READING

AT 5.0 MB.
375 -45.0 0.10 .2062
350 - 48.0 0.098 .1997
325 -51.0 0.096 .1932
300 -56.0 0.094 .1829
275 -56.0 0.092 .1829
250 -56.0 0.088 .1828
225 -56.0 0.086 .1828
200 -56.0 0.084 .1829
175 -56.0 0.010 .1830
150 -56.0 0.009 .1830
125 -56.0 £ 0.009
100 -56.0 0.008
75 -57.0 0.008
50 -59.0 0.008
25 - 62.0 0.007
20 -61.0 0.006
15 - 60.0 0.005
10 -57.0 0.002
5 -48.0 0.000




THE COMPUTED UPWARD IRRADIANCE

The computed upward flux was determined from the transfer equa-
tion .using flux emissivities over isothermal atmospheric layers as
described by Elasser (1960), Funk (1961), and Kuhn (1962). The carbon
dioxide flux emissivities were reduced by 12 percent in the 15 micron
carbon dioxide band to eliminate overlap with the rotational water vapor
band. The carbon dioxide emissivities as functions of atmospheric
centimeters of carbon dioxide were taken from Yamoto and Sasamori
(1958). Water vapor flux emissivities as functions of optical depth
were taken from Kuhn (1962). The-ozone emission was omitted be-
cause of its small contribution to upward infrared flux. Water vapor
and carbon dioxide emissions were computed separately and summed,
assuming no overlap in the spectrum. A complete discussion of the
more up-to-date computer program used in similar computations is
given by Kuhn and Suomi (1966).

Kuhn (1966B) examined the differences between the observed and
the calculated infrared upward flux and listed six major reasons for a
difference between th;a values of the calculated and observed flux:

1. '"Radiometersonde instrumental errors.

é. Errors in observed (radiosonde) air temperature.

3. Incorrect 'surface' radiative equilibrium temperature for

calculations.
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4. Incorrect estimation of water vapor above hygrister cutoff.
5. Presence of dust in the upper troposphere and/or lower
stratosphere not considered in radiation calculations.

6. Over pressure correction to the optical depth."

Ten ascents of typical sounding conditions in the troposphere and
lower stratosphere were examined, and the standard deviation is calcu-
lated to be 0.003 ly. /min.

When comparing the calculated upward flux with the measured (by
radiometer) it was found that a slightly nonlinear pressure correction to
the optical depth for calculated infrared flux improved the agreement to
a considerable extent.

The residual flux between the computed and observed radiation
from 200 through 50 mb. implies the presence of aerosol layers. Ozone
at these elevations should not be expected to attenuate the infrared
flux by more than 0.0035 ly. /min. The more recent computer programs .
(see Kuhn and Suorqi, 1966) include terms for the transmission and

emission of ozone and aerosols.
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DETERMINATION OF CLOUD BOUNDARIES USING

SATELLITE DIGITAL INFRARED DATA

by

RUSSELL ALBERT HANKINS



ABSTRACT

A computerized technique for determining cloud boundaries
utilizing satellite digital infrared data is presented. Gradients of
black-body temperature are computed for portions of the infrared scan.
Significant cloud boundaries are computed when the temperature
gradient reaches a certain limit. Results using one set of criteria for
determining cloud boundaries are shown and discussed. After the
cloud boundaries were determined the variance of the cloud top
temperatures between the boundaries were computed and examined to
ascertain whether cloud tops of like variance and temperature belonged

to the same cloud genera.
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I, INTRODUCTION

By using a satellite—bor.ne scanning infrared radiometer sensitive
to the 8 to 12 micron "window'' region, a fairly good estimation of the
cloud top heights can be obtained. In such determinations many as-
sumptions must be made. Most authors assume that the cloud tops,
especially the tops of thick clouds, radiate approximately as a black-
body, and that layers of cloud are opaque to infrared radiation. Other
assumptions are that the atmospheric absorption is negligible above the
level of the cloud tops and that reflected solar radiation does not con-
tribute significantly to the response received. After using the above
assumptions, Glahn (1966) states, ''then if the vertical temperature
structure of the atmosphere is a monotonically decreasing function of
height from the surface of the earth to the maximum possible cloud
height and is known for a particular geographical location, the cloud
height can be inferred directly from the measured return from that loca-
tion." These assumptions, as most authors are well aware, are not
wholly true.

All clouds do not radiate as black-bodies. An ideal thick cloud
would absorb all incident radiation from below and re-radiate at the
cloud tempefature. Since most clouds are far from ideal, the radiation
received by the satellite will be an integrated value of the radiation

received from the cloud and the surface. For a very thin cirrus with no
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lower clouds the total upward radiation is mainly determined by the
surface temperature.

Atmospheric absorption above the radiating surface may be large,
especially for low clouds and clear conditions. Comparisons made by
Fritz and Winston (1962), Nordberg et al. (1962), and others, show
that in practically all cases the effective temperature in the atmos-
pheric "window' region is lower than the surface temperéture.

Nordberg et al. (1962) have shown that the equivalent black-body
temperature indicated by TIROS III, Channel 2, can be as much as
20.0C lower than the observed sea surface temperature. Rasool (1964)
has shown that the difference between the indicated equivalent black-
body temperature and the surface temperature can be as large as 11.5C
or as low as 3.5C for a hot, humid and a cold, dry atmosphere
respectively.

Another problem is that the temperature profile may not be known
and may contain isothermal regions or inversions which can cause
ambiguities in cloud height determinations. With a stable lapse rate,
a small error in temperature would result in substantial errors in the
estimated height.

Also the spatial resolution of the radiometer may not be high
enough. It is desirable that the scan-spot size be at least as small as
the horizontal dimensions of the cloud system to be detected, otherwise

the clouds occuply only a fraction of the scan-spot, and the radiometer
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measures the integrated energy radiated from both clouds and their
background.

Other errors which might introduce systematic differences in cloud
height estimates are instrumental calibration and timing errors. These
will not be discussed in this paper.

The main purpose of this paper is to present a technique for deter-
mining cloud boundaries from satellite infrared data. Relative and not
absolute radiation values will be employed, so the previously men-
tioned assumptions will be made despite their shortcomings.

When using infraréd radiation data to study cloud characteristics,
one first has to distinguish between areas of cloud and no cloud. Once
the boundary between these two areas is defined and located there still
may exist two or more completely different cloud types within one cloud
area such as a large cumulo-nimbus surrounded by broken cumulus.
When the clouds are layered, only the top layer can be considered
unless the top layer or layers are scattered or broken. If the transition -
from one cloud type to another is fairly abrupt it can be very simple to
determine the boundary, but if the transition is gradual, it may be very
difficult if not impossible to calculate the boundary. Once the cloud
boundaries have been established, cloud characteristics between the

boundaries can be studied.



II. DATA

This thesis is intended to present a method for determining cloud
boundaries using satellite infrared radiation data; therefore, an infrared
radiation scan from any satellite-mounted scanning radiometer with a
narrow field of view can be used. The technique does not apply to a
radiometer that integrates over a wide field of view. The Nimbus high
resolution infrared radiation HRIR) scans are better than TIROS as they
are more representative of the actual radiation from individual cloud
masses. An example of a piece of actual data is shown in Table 1.
Data were selected to include a wide variety of cloud types and patterns

for boundary determinations.
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234
234
234
222
220
212

204.
201.

205

194.
191.
199.
193.
192.
200.
193.

199
194
201
198
201
199
205
209
205
202

.86
.23
.86
.84
.38
.29
08
87
.16
81
03
58
57
31
73
57
.58
.81
.87
.42
.87
.58
.16
. 33
.16
.98

230.
233.
228,
2217,
213,
216,
201,
207.
200.
202.
194,
196.
193.
199.
193.
205.
197.
196.
199.
205.
198.
201.
209.
201.
207,
205.

ACTUAL SAMPLE OF DIGITAL DATA
(Degrees K)

233.
233.
232.
216.
219.
209.
206.
208.
206.
198.
194.
194.
196.
192.
198.
196.
204.
201.
199.
194.
206.
202.
205.
207.
208.
200.

60 235
60 231.
30 22s.
02 223.
54 212
33 212,
23 201
31 204,
23 197.
42 205,
81 196.
84 198
03 1ss.
31 198.
2 192
03 206.
08 193,
87  200.
58 200.
81 206.
23 194,
98 207
I&® 207,
28 205.
31 199,
73 201,
TABLE 1
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48
63
88
64
29
29
87
08
23
16
03
42
42
58
31
23
57

73
23
81
28
28
16
58
87

. 86
.95
. &b
. 81
. 81
.16
.98
«23
+98
.23
. 81
.31
.31
.03
.42
» &3
+ 83
o
. 87
.42
.23
. 1§
- 33
. 87
.28
. 81

235.
. 95
225.
218.
215,
207,
206.
200.
196.
© 202,
192.
198.
196.
188.
193.
202.
197.
198.
201.
199;
199.
209.
205.
205.
197.
199.

232
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19
68
11
28

73
03
98
31
42
03
42
31
98
23
42
87
58
58
33
16
16
23
58



III. TECHNIQUE FOR DETERMINING CLOUD BOUNDARIES

3.1 Procedure:

A plot of a digital high resolution infrared radiation scan
can be ;:onsidered as a series of connected lines of varying degrees of
slope. A representative slope or gradient of black-body temperatures
can be computed over a certain number of digital data points. A repre-
sentative sample of plotted HRIR scans was selected to include a num-
ber of cloud types and combinations. The procedure which most accu-
rately defines what was considered to be significant boundaries follows.

Take the mean of the first three digital data points of an HRIR scan.
Exclude consideration of the following six points (4 through 11) and
then determine the mean of the next three points (10, 11, and 12).

Now subtract the first mean from the last mean. This difference will be
representative of the slope or temperature gradient for the first twelve

points and can be represented by the following equation:

1 12 1 3
Bimis ), th-= LW
i=10 i=1
where S = slope or gradient of first twelve data points.

i = data point numbers.
T = black-body temperature.
N = number of points averaged or data interval.

A negative result indicates increasing temperature values, and a
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positive result, decreasing values. Repeat the same procedure
beginning with the second three data points (4, 5, and 6) and obtain a
representative slope for points 4 through 15 by:

6
N

15

L

ZI"‘
ZI'-‘

i
Continue this process of determining slopes along the remainder of the
scan. Cloud boundaries are considered significant when three or more
consecutive slopes of like signs with values of nine degrees centigrade
or greater are calculated. The end points of the boundary or transition
zone are located at point six of the first slope and point seven of the
last slope of the three or more consecutive slopes. These criteria were
selected as they best described the boundaries of the test cases

studied.

3.2 Results:

The procedure previously described defines transitional regions
between either cloud areas of different top temperatures or cloudy and
clear areas, the sharper transitions obviously can be determined with
best results. In figure 1, an evxample of one of the most distinctive
records is presented. Boundary conditions were obtained for scan
segments ab, cd, ef, and gh. Betweeﬁ these boundaries, reasonably
homogeneous scan behavior indicates either cloudy or clear conditions.
For example, the segment bc represents a cloudy areé with significant

horizontal extension (33 points in the scan) which should be studied
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for possible determination of additional characteristics. However,
segment fg is rather short and appears to indicate a small cloudy area
which is too small in linear dimensions to yield much additional
information due to the random scatter inherent in the measurements.
Segment de, on the other hand, clearly indicates a distinct break in
the cloudy conditions defined by the segments bc and fg; whether this
break reaches all the way to the surface or may contain small, non-
resolved clouds cannot be determined without additional study. Along
the segment hi, the satellite sensor is looking down to the earth's
surface in a clear area. If this temperature level represents the earth's
surface, then the break in de is likely to contain either a residue of
scattered clouds together with clear areas or a more or less solid
covering of rather low clouds whose top temperatures are not much
lower than those of the surface observed in segment hi.

Figure 2 depicts another typical scan which might be representative
of an overcast cloud deck with areas of towering cumulus. These
boundaries are not as sharply defined as those in figure 1 but, none the
less, the computerized technique is capable of determining boundary
conditions for ab, cd, ef, gh, ij, Tlg, and mn. The segment bc
could be considered a break between the higher clouds on either side
but is 'actually at temperatures of a lower cloud covef, as are segments
hi and lm. The scan segments de and jk are at temperatures con-
siderably colder than the lower cloudy areas and could be characteristic

of towering cumulus type cloud tops. The temperatures along segment
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no- are substantially colder than the rest of the scan, which may
indicate higher towering cumulus or even cumulonimbus tops. Segments
bec and jk are very short and will not be examined further; however, the
rest of the reasonably homogeneous scan segments will be studied for
additional traits. The transition zone along segment mn is a good
example of a very sharp and distinct boundary between two cloud
masses while segments ab, cd, and ef are rather ill-defined. Obvi-
ously the former can be determined with best results. The latter portion
of segment fg is a good example of a poorly defined or very gradual
transition that was not determined by the computer analysis. The
cloudy area in the vicinity of g is at temperatures similar to segments
de and jk while the area around f is more characteristic of segments
bc, hi, and lm, but because of the weak temperature gradient between
f and g, the criteria were not met and the boundary was not defined.
The computerized procedure determines cloud boundaries along a
scan with the area between the boundaries exhibiting reasonably
homogeneous scan behavior. This holds true for most of the scans
sfudied; however, figure 3 portrays an extreme example of non-
homogeneity. There is quite a variation in temperatures along segment
lm with a number of minor, sharp transitions but none great enough to
meet the pre-set criteria for boundaries The scan segrﬁents bc, de,
fg, and .j_l_c_ also have a certain amount of non—horﬁogeneity as do all
cloud areas; but, none the less, the computer analysis clearly deter-

mines the boundaries ab, cd, ef, gh, ij, and kl.
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Figures 4, 5, 6, and 7 depict other rather typical scans and the
_boundaries placed on them by the computer analysis.

In order to verify these objective computer results, I attempted to
place the most significant cloud boundaries onto plots of the various
scans independent of the computer results, i.e., I attempted to visually
decide where to start and end homogeneous ""cloudy' or "clear'" scan
segments. In almost all of the cases so treated ihe boundaries thus
estimated agree to within a few individual scan points with the results
of the computer analysis. This is a good indication that the computer
analysis can arrive at the same scan characteristics as will a meteorolo-
gist working from the same raw data.

The criteria which determines transition zones or temperature
gradients can be adjusted to compute lesser boundaries depending upon
the needs of the user. Figure 8 illustrates the computer analysis using
the previously described criteria, i.e., using a temperature change of
nine degrees over twelve scan points .. Only one cloud area, ab, is
computed. A certain amount of non-homogeneity exists, hoWever, there
are no major boundary areas present even though the warmer tempera-
tures may represent the earth's surface and the colder temperatures,
low clouds If the ’user desires further break-down of the scan segment
ab, either the critical temperature gradient of nine degrees can be made
smaller or the data interval along the scan made greater; or even a
combination of both effects. For an example, compare the computer

analysis of figure 9, using a minimum temperature gradient of eight
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degrees over a data interval of fifteen scan points, to that of figure 8.
The scan is now divided into four areas instead of one. The scan seg-
ments ab and ef are now classified as cloudy regions, while the seg-
ments cd and gh might well be clear areas. The boundary scan points
are not very distinct, but by using slightly modified criteria, the com-
puter is capable of distinguishing them.

On the other hand, if only the most pronoqnced boundaries are
desired, then a larger temperature change or a smaller data interval
may be used. Figures 10 and 11 show the same scan of high clouds
with variable heights. The computer procedure described in section 3.1
calculates five cloudy regions bc, de, fg, hi, and jk with segments
bc and hi being colder than de, fg, and jk, while figure 11 with a
minimum temperature gradient of twelve degrees over a data interval of
eleven points contains only two cloudy areas —bc and de. If only an
estimation of the over-all cloud tops and very distinct boundaries are
needed, the breakdown of figure 11 is adequate It is up to the user to

decide what his needs are and then use the appropriate criteria.
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3.3 Applications:

Such a computerized technique as has been discussed is useful for
a first look at cloud systems. It is capable of taking the actual
satellite signal received, converting it to a single infrared radiation
- scan, and then differentiating areas of like sloudiness. These areas of
similar clouds can then be studied for eights, variability of heights,
and other related parameters. A good estimate of the amount of cloud-
cover can also be obtained by counting the number of points of cloud-
cover and no cloud.

With a single scan the orientation of the cloud systems will not be
known. One scan could be representative of a number of different cloud
arrangements, as shown in figure 12. Simultaneous ground observa-
tions, where possible, or visual satellite pictures over the same area,
would greatly enhance the technique as the nephanalysis would be
known. If neither is available the generalized cloud arrangement could -
be obtained, with TIROS or Nimbus, bysa display of boundaries of
successive parallel infrared radiation scans.

By taking the mean seasonal soundings for the various latitudinal
circles involved, the c;loud heights can be determined, to within a fair
degree of accuracy, from the mean temperatures of the cloud areas be-
tween the calculated boundaries (see Fritz and Winston, 1962, and
Rasool, 1964). If greater cloud top accuracy is desired, actual

soundings can be used when available. Corrections for the absorption
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and re-emission of upcoming radiation by wate¥' vapor, ozone (Wark et
al., 1962), and possibly aerosols can be incorporated. If the amount

of cloud cover is know.n or can be estimated, a technique for determining
cloud heights as described by Bohlson (1967) may be employed.

A similar technique may also prove useful with the Applications
Technology Satellite (ATS) which has 256 grey scales of brightness in
the visual ranée. A digitized brightness scan could be handled in much
the same way as described in section 3.1 . |

Future satellites may transmit simultaneous readings in the "'atmos-
pheric window'' and visual (television) ranges. Such a satellite system

would greatly augment this technique.
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IVv. SOME CLOUD CHARACTERISTICS

After the boundaries were determined, the cloud areas between the
boundaries were examined to ascertain whether certain characteristics
of like cloud genera could be determined from the infrared radiation
data. The mean black-body temperature and the variance from the mean
were calculated for each cloud top. Theoretically, the mean tempera-
ture would classify the clouds according to their heights and the
variance would distinguish between the extensive horizontal develop-
ment of stratiform clouds and the vertical development of cumuliform
clouds. The heights of the cloud tops can be determined from the mean
temperautre, as discussed in section 3.3. The variénce within the

/

cloud tops is given by:

0'z=

2 (X -X)?

2 |~

where o? = variance

X = temperature variate
X = mean temperature of cloud top
N = number of data points used
The variance was computed for scan segments from 10 to 40 data
points. Large cloud areas containing more than 40 data points were
divided so as to keep the scan length less than 40 points. Figure 13

shows cloud top variance of all large clouds studied versis frequency

78
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of occurrence. All recognizable homogeneous clear areas were excluded
from this compilation so as not to give unnecessary weight to the small
variance values. In 46 per cent of the cases studied the variance was
between 1.0 and 5.0, and in 59 per cent of the cases, between 0.5 and
6.0, which illustrates that for most clouds of large horizontal extent,
excluding the boundary conditions, the cloud top temperatures do not
vary greatly.

Clouds of small horizontal extension, i.e., 10 to 25 data points,
versus frequency of occurrence are shown in figure 14. The variability
is greater than that of large clouds, with only 35 per cent of the cases
between 0.5 and 6.0 as compared to 59 per cent of the large cloud mass
cases. Seventy per cent of the cases occur between variances of 1.0
and 10.0. One would expect the temperature variability values of
small cloud tops to be larger than those values of large cloud masses,
as the tops of small clouds are not as uniformly developed.

Very little information as to cloud genera could be determined by
the variance.- However, cumulonirﬁbus clouds, as would be expected,
show a much larger variance than other cloud types. Scan segment de
of figure 15 is a good example of the variability of cloud top tempera-
tures of cumulonimbus type clouds. Figure 16 shows the occurrence of
what appeared to be cumulonimbus clouds versus the variance of cloud
top temperatures. Seventy-seven per cent of the cases examined
occurred between the lérge variance values of 6.0 and 17.0. If the

cloud top temperatures are extremely low and the variance along the
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scan segment large, one can be fairly safe to assume that the clouds
are cumulonimbus.

A number of infrared scans taken off the west coast of Africa indi-
cated what appeared to be a large horizontal area of relatively warm
stratus clouds with most variance values between 2.5 and 5.0. This
area is in the root region of the trade winds where the trade wind inver-
sion limits the vertical development of the clouds, producing very
uniform cloud tops and thus a small variance.

Figure 17 depicts a typical scan of a cloudless ocean area For
most of these cases studied, the variance over clear ocean areas
varied from 0.5 to 1.5 and over clear land areas from 0.7 to 2.5 (see
figure 18). The land énd ocean areas are homogeneous over a large
horizontal expanse, with the oceans varying less than land.

The variance of most of the clouds, other than cumulonimbus and
those clouds below the trade wind inversion, ranged from 2.5 to as 15.
No distinction could be made whether the clouds were cumuliform of
stratiform. The resolution of present scannivng infrared radiometers is
not great enough to distinguish individual cumulus cells or very small
breaks in the clouds. " Also, the technique used in this paper deter-
mines only significant cloud boundaries and does not calculate minor
changes. Therefore, even though the mean temperature of the cloud
tops can be calculated with a fair degree of accuracy, the variance is
highly influenced by these small breaks, scattered small clouds both

resolved and unresolved, and minor boundaries.



o "€t sanbyy
- 3ONYI¥VYA dOL GN01I
€ 0f 8 92 4T T 0Z 8l 91 4.z " ol 0
|-|u | _I—ll— ] I 1 1 1 | i
i ot 3
N
X Joz 3
Y
: ¥
= . <4o0g N
7
3
K e : , Joqy 0
s g s 4
= . : <405 0

sjujod ejep oy 03 9z

SaN01J 3%V

1
o
LxwoddDw=o>

06



~2

49

o€

8¢

92

[44

0z

3INYI¥VA dOL QNOTD
gl. 91 4l
) []

4=+

*#1 oanbyg

sjujod eyep 5z 03 o[

SAN01I TIWWS

- 0€

ocoVvULUDXrWZOoW

o w

A

LerwoDw=w >




rrrrtcrcerrrrerisrrrir e

Qresnzvam

Lo rancsnvansvsavenswnan <

o) ERGIRN AN IR TE NI NN NI NAR YN

oo UEPUIRINNINNSUUNICSTANTUNWNY

ab = bouﬁdary

be = cloud
_cd = boundary

"de = cloud

c

T rewswaxaERsrs O

QOorxasrruswzysx:

L) resrnwanvunwms

o IR LR R IR RN Rdae iRl eledddll]

ef = boundary

fg = break
gh = boundary

Ll

L

220
230
2ho
250
260

o
~
™~

oo o> l-us.':o..wc:c:!-:c:m

280

290

110 120 130 140 150 160 170 180 190

100

1o -20- 30 40 50 60 70 80 90

NUMBER OF POINTS

Figure 15,



JINVIYVA dOL GNO1D
82 92 42 A4 0z gl 9l 1 ZL ol 8

‘91 o..:m_..._ |

0
| _ — ] : 1 1 \ ] ) g ] 1 1

= 'm
" “Jot-
1 |m_.
. 7 _oz

o -162

SaN012 SNEWINOINWND

o L. CLoLVODEZcw=Z0w

LewdododDwz==o>



’

*L| @4anb} g

| | SINIOJ 40 Y3GWAN = | AR e o
06l 08l 0 091 OSl Ovl OEI 02z Oll 00 06 08 OL 09 05 Ov O oz O~
T L i T T LI L L T L L L O W 7

ﬂ?&({)}\(()\<(s()/\s(>>)(ee»\<<()2e\(\)\(<(()y\e))\(<)>x(g2)\u<()>>\\J))e\<(())\((f\)\&()\</\¢())\(n 062

3 | e . . " P ....,... A ,._; S.N,
- R e R i3 T T pey
B e e e e e O e L S 1 oz

i . . . 4 ; . . . . ,. N V.A< ... 2 .A . i .. .A ) . . = OMN

DOA> W WEC D

oze

|
|

v

|
]

| , : V 01z
) - SUO|3|pUOD SSI|PNO|D JBpUn IDB4JNS UBRIQ | o .

et . e M - ooz

1 061

C 0
|

- 00 - € ) 23



it o g *gl @4nb}4

3INVIYVA 30VUNS

o 8 9 4 7z o z1l

oL 8 9 4 T 0

) — ) [II | . m

. : : . u

- 0l - , - 0l ¥

: N

J oz s - Jdoz 5

- Om bia: - Om . 0

3 a-

-| o4 i R oy O

K

, 2

- 0§ & : 1 0S N

3

. n

- 09 - - 09 D

: 3

P 2 ® x

39v4UNS ONVT (9) ."39v44NS NV320 (e) . .3

SvV3y¥v $S370n0719



V. CONCLUSIONS

This paper has shown a feasible computerized technique for
determining cloud boundarieé. Criteria were set up so the technique
would locate what were considered significant cloud boundaries. These
criteria can be adjusted to determine boundaries of less significance or
only the most sharply defined boundaries, whatever the needs of the
user may be.

Cloud top heights can be determined from the mean black-body
temperatures of the cloud areas between the boundaries. The accuracy
of these heights may be improved by considering the geographical loca-
tion, time of satellite pass, vertical atmospheric sounding, and correc-
tions for water vapor and ozone.

Cloud formations can be determined when this technique is used in
conjunction with corresponding surface data, visual satellite data, or
similar parallel infrared radiation scans.

The variance of the digital temperature data is not a good indicator
as to whether the clou‘d type is cumuliform or stratiform except in the
extreme cases of either cumulonimbus clouds or of stratus clouds that
are suppressed by a very strong inversion layer. Most cloud areas are
layered and are a combination of stratiform and cumuliform types, and
the distinctions between the individual classes are too vague to be

determined by the variance of cloud top temperatures. Future scanning
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infrared radiometers with greater resolution and a technique adjusted to
calculate very fine boundary conditions may be able to distinguish a

difference between '"average' cumuliform and stratiform clouds.
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SOME STATISTICAL REDUCTION TECHNIQUES

FOR SATELLITE DIGITAL DATA

by

DAVID LEE NELSON



ABSTRACT

This paper discusses two statistical compression techniques de-
signed t.o reduce the volume of satellite data while retaining sufficient
information content to be immediately applicable to various meteoro-
iogical problems. The characteristics of both techniques implied by
the schemes is a loss in amplitude resolution vin the digital signal. The
result of this paper is a step—by-step procedure which will allow each
investigator to make value judgments on his own data as to the applica-

bility of either technique.
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I. INTRODUCTION

Since the launch of Explorer VII on October 13, 1959, satellite data
has been transmitted to the ground at an ever increasing rate, making
demands on the users to assimilate and process tremendous volumes of
data. To quote from Katz and Doyle (1964):

So it is that not only have new methods greatly ad-

vanced the rates and amounts of data that can be

acquired, but at the same time accelerating advances

in meteorological research are causing ever increasing

demands to be made on the rate at which the ac-

cumulated data are converted into usable information.
It is this very statement which has fostered this thesis.

Meteorological research is faced with the very real problem of
assimilating and storing data transmitted from satellites. With
emphasis being piaced on higher and higher resolution, the number of
data points per unit area is automatically increased. As a specific
example, the N.A.S.A proposed Advanced Technology Satellite will
take photographs in one day which will contain more bits of information
than the combined Tiros III, IV, and VII output produced in one hundred
days each. This proposed ATS output will contain 8192 words per scan,
2000 scan lines, and eight bits of information per word. This yields
131 million bits of information per picture! The effective core storage

of a standard two bank CDC 3600 computer with monitor is only two

million 400 thousand bits, about two percent of one picture. The only
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salvation is that the study of extremely high resolution raw data is
usually not done on a large scale. In such a study, individual scans
or pieces of scans are analyzed separately. The earth's atmosphere,
however, is studied on the large scale, often without the requirement
for extremely high resolution. There is a need to devise some tech-
niques for reducing the data into a form that can be readily managed.

Dr. Verner E. Suomi has suggested a technique for reducing infra-
red or visual data by some degree which will retain all the information
content for certain studies and most of the content for others. A second
scheme has been suggested by Mrs. Jean Anderson of the Instrumenta-
tion Laboratory at the University of Wisconsin, which may have other
applications. This thesis will investigate these techniques as to their
desirable and undesirable characteristics and for which applications
they're appropriat_e.

The thesis is divided basically into four parts: 1) a presentation
of both techniques, 2) the study of the resolution and order losses
implied by these techniques, 3) a comparison of the two techniques and
suggested applications, and 4) conclusions derived from the study.

The final product will be a specific procedure associated with a series
of graphs which will allow each investigator to make his own value
judgment as to whether a certain scheme will'apply in his case and also

tell him how much computer storage he will require with an initial

amount of raw digital data.



II. DATA

This thesis is designed to propose a technique for the reduction of
satellite data; therefore, simulated data could be utilized. In order,
however;, to have a realistic input which reflects the variability of
meteorological data, a representative sample of high resolution infrared
radiation scans was employed. An example of a piece of actual data is
shown in Table 1. An attempt was made to select individual scans
which reflected different geographical areas, different synoptic cloud
patterns, and different seasons. In addition, each inevestigator will,
of necessity, perform the same tasks done here to arrive at graphs
representing the characteristics of his own data. It will be pointed out
in succeeding chapters that visual data is also adaptable to these

techniques.
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" ACTUAL EXAMPLE OF RAW DIGITAL DATA

(Voltage Output Form)
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Table 1
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III, MATRIX REDUCTION TECHNIQUE
3.1 Procedure

The Matrix Reduction Technique involves taking the original raw
data digital scan and dividing it into a number of equal partitions. The
desired number of data points to be included in each partition will be
part of the results of this thesis. The next step is to divide the ordinate
into a discrete number of classes. The number of classes used will de-
termine the amount of amplitude resolution loss and is discussed in
Section V. Each data point is assigned to a class and loses its original
value; see Figure 1. The final step is to total the number of events in
each class, producing a '""Number of Events Versus Cléss Table," and,
in addition, to compute a '"Transition Matrix'' which depicts the number
of transitions between consecutive data points from class 1 to class 1,
from class 1 to class 2, etc. The final form of this reduction technique
includes only these two items. The computer flow diagram and dis-
cussion for this technique is reproduced in the Appendix In addition,
Table 2 is a simulated. sample of the input and output associated with

this proceduré.

3.2 Characteriétics

There are two characteristics of this technique which limit its
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TABLE 2

DATA INPUT (ONE PARTITION)

049 049

066 062

054 055

072 075

049 044 045 046 044 048 046 048 047
062 064 070 070 072 070 071 069 064
071 076 072 075 073 067 066 061 058
069 072 074 072 074 075 075 072 075
CLASS DEFINITION
Range Class
040-049 1
050-059 2
060-069 3
070-079 4
080-089 5
090-099 6
DATA OUTPUT
Class Versus Events Table
CLASS 1 2 3 4 5 6
EVENTS 11 9 15 25 0 0
Transition Matrix
From / To 1 2 3 4 5
1 10 1 0 0 0 0
2 0 7 2 0 0 0
3 0 1 11 3 0 0
4 0 0 2 22 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0

Simulated Example:

Matrix Reduction Technique
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application. The first is a loss of amplitude resolution in that the data
points are assigned to classes. An indication of the amount of resolu-
tion loss as a function of the number of classes utilized is discussed
in Section V. This characteristic is not prohibitive, however, when one
compares this technique to visual data schemes. The assignment of
visible emitted radiation to a gray scale is essentially the same
process. The second characteristic is a loss of order. As an analogy,
one can take an English sentence and add the total occurrences of each
letter and the frequency of transition from one letter to another. It will
not then be possible to reconstruct the original sentence except under
very special circumstances. One scheme was tried to reproduce the
original order and is discussed in Section VI. This limitation is not
important for certain applications and, in fact, the characteristics of

the Transition Matrix are very valuable in certain instances.

3.3 Computer Storage Savings

Given one scan line, the number of computer words required is
only a function of the number of partitions and the number of classes
selected. The number of partitions selected will determine the number
of data points within each partition. The number of computer words re-
quired for each partition will equal the number of classes (class versus
events table) plus the square of the number of classes (Transition

Matrix)*. The total number of storage words required for each partition

*
Schemes utilizing one computer word for more than one datum are
highly cumbersone at this stage of computer programming techniques.
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is then the number of classes times the number of classes plus one. It
is now apparent that if one wishes to increase the resolution by in-
creasing the number of classes, the computer storage requirements
increase as the square of the number of classes. Figure 2 depicts the
percent of computer storage savings assuming a one thousand word
input.

Since Figure 2 is based on a one thousand word input, one could
transform the abscissa into words per partition in that five partitions
implies two hundred words per partition, ten implies one hundred, etc.
As could be expected, the percent savings is more sensitive to the
number of classes than to the number of partitions since the savings is
an inverse function of the number of classes squared and a linear
multiple of the number of partitions. It could also be noted that in
order to get exceedingly high resolution (large number of classes) it is
necessary to have one thousand or more words per partition. If one is
only interested in frequency of occurrence and persistence, the number
of words per partition could be increased tremendously and resolution
could be made as good as we please. For example: if one chose one
million words per partition, he could select one hundred classes resulting
in a ten thousand one hundred word computer storage requirement and
saving roughly ninety-nine percent. Then, the proposed Advanced
Technology Satellite input of 131 million bits of information would re-

duce to about 1.32 million bits and could then be handled by the large

core computers. At the other extreme, the use of two classes (cloud
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versus no cloud) and maintaining a ninety-nine percent data reduction,
one could select two hundred thousand partitions and relate cloud
frequency and cloud persistence between areas having six hundred bits

apiece. The equation for the family of curves in Figure 2 is:
% %1 = Pﬁ(cz +C)

where: X is the decimal equivalent of the computer savings,
P is the number of partitions,
N is the number of input words,

and C is the number of classes.



IV. ORDERED REDUCTION TECHNIQUE
4.1 Procedure

The Ordered Reduction Technique was devised to retain the order
that was lost in the Matrix Reduction Technique. One continues to lose
amplitude resolution, however. The scheme is quite simple in that one
again dividés the ordinate into a discrete number of classes, assigning
each data pqint to a class, but partitions are not required. The process
is then to start at the left of the scan and count the number of events in
the first class until encountering a transition. Then count the number
of events in the new class until the next transition, and so on. The
result will be paired arrays with the class identification in one and the
number of events in the other. The computer flow diagram and discus-
sion is also part of the Appendix. ‘ The same simulated input used for

Table 2 and the output using this technique is shown in Table 3.

4. 2 Characteristics : 9

There is only one characteristic of this technique which limits its
application: the loss of resolution. In neither technique were mean
values ever used, but in both instances, class intervals were employed.
The amount of resolution loss for a given number of classes will not

necessarily be the same as the previous technique (see Section V).
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049

062

071

069

044 045

064 070

076 072

072 074

CLASS 1

EVENTS 11

Simulated Example: Ordered Reduction Technique

046

070

075

072

2

4

DATA INPUT

044 048 046 048

072 070 071 069

073 067 066 061

074 075 075 072

CLASS DEFINITION

Range
040-049
050-059
060-069
070-079
080-089

090-099

047

064

058

075

049

066

054

072

Class

1

DATA OUTPUT

2 -8 1

Table 3
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4.3 Computer Storage Savings

Using this technique, given one scan line, the number of computer
words required is a function of the number of classes used and the
variability of the data. The only way one can determine the actual
number of words required would be to apply the technique to a large
volume of data using various numbers of classes. The process then is
simply to count the number of class transitions and multiply by two,
since the output is a pair of one dimensional arrays. This was ac-
complished using 248 scans averaging about 900 words per scan
yielding 223, 008 data points. The results are shown in Figure 3. -The
percent savings as a function of the number of classes can be directly
compared with Figure 2.

The results of this study, as mentioned previously, constitute a
direct indication of the variability of the data. Opposite extremes for
the data sample are shown in Figure 3. The best and worst scans were.
defined by the total number of words required for 3, 6, 12, and 24
classes. In the best scan (dashed line), there must be few transitions
between classes. The worst example (solid line) shows that with as
few as three élasses,‘ one saves about one-third of the computer
storage required for the original data, and ten classes or more require
more storage than the original data.

In the best scan, for 24 classes there were only 120 transitions in

912 data points yielding an average of 7.6 data points between
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transitions. Compare this with the worst scan which averages 1. 3 data
points between transitions for 24 classes. This, then, leads to the
topic of information theory. The best scan is a high ordered Markoff
chain (especially for fewer classes) which implies low entropy and low
information.® On the other hand, the worst example contains the most
information since a high degree of freedom exists in the selection of
classes.

If one had sufficient data for each latitude belt, each season and
time, it would be possible to calculate the probabilities of occurrence
of each class following a given class(es) and then compute the entropy
of a typical radiation scan under specified conditions. Finally, it
would be possible to eliminate sampling or recording data points for
which the probability of occurrence approaches unity and again com-
press the volume of data.

The mean trace (dotted line) is almost linear up to twelve classes
with the approximate equation: X = -7.46C + 107.46 where X is the
percent savings and C is the number of classes. As a best approxima-
tion, linear extrapolation of the lower curve indicates that the Ordered
Reduction Technique requires more storage than the original data when

the number of classes exceeds fourteen.

* .
See Shannon (1949) for a treatment of information theory.



V. THE RESOLUTION LOSS PROBLEM

5.1 General

One of the arguments against the use of the proposed techniques is
the loss of amplitude resolution. The amount of resolution loss will be
a direct function of the number of classes used, since a large class
interval implies a greater error from the true value. We cannot assume
that the data points are normally distributed within the range and
utilize statistical techniques to analyze the errors. The simplest argu-
ment would be to assume a unifoxjm distribution within the range and
each class such that all values within the class have equal probabili-
ties. In such a case, the mean deviatior; of the true value from the
assigned value (class mid-point) would be plus or minus the class
width divided by four. Then, quite simply, if we double the number of ‘

classes (halve the class width) we would reduce the mean deviation by

a factor of two.

5.2 Specific

A study was performed on the data by taking a random sample of
data groups from the whole and finding the mean deviation. For this
purpose, 63,083 data points were analyzed. The entire data range was

not used for fear of biasing the results, since the lowest and highest

temperatures would be uniform enough to provide a consistent mean
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deviation which doesn't exist in most meteorological data. Therefore,
the data was arbitrarily stratified to include the middle portion of the
data range which is limited to cloud characteristics. The portion
studied had five thousand possible data values in the sub-range. In
interpreting the results, one divides five thousand by the number of
classes to arrive at the possible data values within the class. The
results obtained on this data are shown in Figure 4. In this example,
one unit of resolution loss is equivalent to one unit voltage change,
which is equivalent to approximately a 2°K temperature change within
the range used.

As expected, the plot in Figure 4 is asymptotic on both ends. The
resolution loss decreases sharply as the number of classes increases
from two. At the other extreme, very little resolution loss improvement
is realized above twelve classes. The theoretical curve (class width
divided by four) is not plotted, since it nearly coincides with the actual
plot. The deviation from the theoretical assumption is in the third
decimal place for 8, 12, 18, and 24 classes, and in the second decimal
place for 4 and 6 classes. When the resolution loss due to the limited
number of classes is less than the error range inherent in the instru-
mentation and digitizing processes, one need utilize no greater number
of classes since it won't improve the final product.

Nordberg (1965) has stated that blackbody temperatures derived
from Planck's Law using Nimbus I HRIR data are generally within 2°K,

which is commensurate with the error inherent in the measurement of
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the intensity of radiation emitted. Analogue to digital conversion error
can be neglected, since the time span over which the analogue is
integrated can be adjusted to the point that the error is one to two

orders of magnitude less than the instrumentation and temperature calcu-
lation errors. Comparison with Figure 4, then, indicates that one unit
of resolution loss in within the error span mentioned above and occurs
at class numbers of twelve or more. Twelve classes can now be con-
sidered to be the upper l'imit in class selection since further improve-

ment is meaningless.

5.3 Improvements

An attempt was made to improve the resolution loss previously
treated. The only way one can restore absolute values to the data is to
select a number of classes equal to the number of possible data values.
This, however, requires more computer storage in both techniques than
required for the original data. The proposed improvement scheme will
differ slightly for each technique but the idea is the same. It involves |
replacing the class number with the mean of all data points within the
class and computing deviations from this mean instead of from the
class mid-point. Table 4 depicts the output for the improved techniques
using the same input as Tables 2 and 3.

Definite improvement should be realized in those instances which
only have a few data points within the class which all lie in the lower

class quarter, for example. The results will differ in the two



MATRIX REDUCTION TECHNIQUE

FROM/TO  46.82 55.11 65,27 72.64 * *
46, 82 10 1 0 0
55.11 0 7 2 0
65.27 0 1 11 3
72. 64 R 0 2 22
*
*

ORDERED REDUCTION TECHNIQUE

CLASS 46.82 54.25 63.00 70.60 65.86 73.50 64.67 55.80 66.00 73.00

EVENTS 11 4 2 5 7 6 3 5 3 14

RESOLUTION LOSS
Theoretical mean deviation (class width divided by four) 2.50
Mean deviation from class mid-point 2.23
Mean deviation of improved Matrix Reduction Technique 1.77

Mean deviation of improved Ordeped Reduction Technique 1.58

Improved Output and Mean Deviations

Table 4
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techniques since in the Matrix Reduction Technique, one computes the
mean for all values within a particular class for the entire partition.

The Ordered Reduction Technique will utilize mean values for each class
between transitions only. For example, in the Matrix Reduction Tech-
nique, a mean value will be computed for all data points per partition
which fall into class 5, whereas, in the Ordered Reduction Technique,

a new mean value will be computed for class 5 each time one encounters
the class. One would suspect, then, more improvement in the latter |
technique. The percent improvement in resolution loss over the mid-
point assumption is shown in Figure 5. The Matrix Reduction Tech-
nique loss improvement is labeled MRT and Ordered Reduction Tech-
nique loss improvement is labeled ORT.

The improvement for the Matrix Reduction Technique decreases
from 31 % for two classes to 8% for six, then decreases slowly and re-
mains less than 10%. Since the mid-i)oint deviations are so close to
the theoretical distribution deviation, the only place one can expect
improvem'éht is in the highest and lowest classes of occurrence since
the data values will most likely be near the class boundary. The oppo-
site is true for the Ordered Reduction Technique improvement. The per-
cent seems to be independent of the number of classes (remaining in
the forties) until one exceeds eight classes. Above eight classes, im-
provement increases to near 70% at 24 classes. This is due to the fact
that the number of elements within a given class between transitions is

decreasing and will eventually reach the point at which an individual
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data point will be the only occurrence in the class and the mean devia-
tion will be zero. Therefore, the best resolution for a given number of
classes can be obtained by using the improved Ordered Reduction Tech-
nique. As pointed out in Section 5.2, one unit of resolution loss
(about 2°K) is the optimum since further improvement is meaningless.
For the improved Ordered Reduction Technique, this occurs with eight
classes as opposed to the twelve required for the mid-point technique.
The Ordered Reduction Technique with eight classes saves approxi-
mately 48% computer storage. This allows even more reduction in
computer storage since fewer classes will suffice.

This improvement in resolution loss, however, requires a trade-off
in computer time. It obviously takes more time in the computer to cal-
culate means for each class than to simply count events within a class.
The increase in resolution, then, must be paid for by increased time
which may limit its application in a real time situation. Each investi-
gator is now faced with a trade-off in storage savings, amplitude

resolution loss, order loss, and real time.



VI, THE ORDER LOSS PROBLEM

6.1 General

It was indicated in Section 3.2 that it is very difficult if not
impossible to reconstruct exactly the original digital scan from the out-
put of the Matrix Reduction Technique. This particular characteristic
limits its use for some applications, but much information content is
retained. Some of the more important applications of this technique are
noted in Section VII. This section will concern itself with an attempt
to reconstruct the original digital scan, keeping in mind that this prob-

lem does not exist in the Ordered Reduction Technique.

6.2 Procedure for Reconstruction

Referring to Table 2 as an example, several rules will be used to
attempt the reconstruction of the Data Input from the Transition Matrix :
and the Class Versus Events Table.

The first step is to select the beginning and terminating values by
adding the rows and columns of the Transition Matrix and comparing the
results with the Class Versus Events Table. From the example, '"To'" a
" ig lacking, indicating class 1 is the initial value and "From' a ''4"
is lacking, indicating clasé 4 is the terminating value.

The second step is to determine the slope of the digital scan by
comparing beginning and terminating values. Thus, low transitions
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will be reconstructed on the low side and vice-versa, and symmetry-
will reign when the slope is zero. If symmetry will not solve the zero
slope problem, low transitions were arbitrarily chosen to the left.

The third step is to determine the segment lengths within each
class. If one subtracts the class X to class X transitions (Persistence)
from the total number of events in class X, he will arrive at the dis-
crete number of occurrences of that class. This number divided into
the total number of events in that class yields the mean width of each
class occurrence. The result, however, must be an integer value;
therefore, the closest combination of integers is used, using symmetry
again to place odd values and placing low values on the left when
symmetry does not solve the problem. In the example in Table 1, the
results for class widths would be:

class 1: 11
class 2: 4,5
class 3: 4,3,4,4
class 4: 8,9,8

The reconstruction is now simple. Beginning with class 1, make it
" 11 units long, then class 2 for 4, class 3 for 4, class 2 for 5, class 3
for 3, class 4 for 8, class 3 for 4, class 4 for 9, class 3 for 4, and
class 4 for 8. The reconstructed trace and the original trace are shown

in Figure 6.
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6.3 Comparison

The correlation coefficient for the two scans in Figure 6 is .738,
allowing a 45.5% loss of variance. Other attempts were made, but the
correlations were not high and the results are not included.

Thé significance of the reconstructed trace, however, is not asso-
ciated with the exactness of the reproduction. The significance lies in
the characteristics of the reconstructed trace. A trained analyst should
generally be able to describe the cloud conditions from the reconstruc-
tion, although orientation will not necessarily exist. It would be my
judgment that the trace in Figure 6 depicts multilayered clouds
possibly with some build-ups or patches of altocumulus with a clear

patch to the left.



VII., COMPARISON AND APPLICATIONS

7.1 Comparison

The output in the Ordered Reduction Technique is basically the
original scan in compressed form. The price paid for the compression
is a limited loss in amplitude resolution which can be controlled by the
selection of classes. More classes, however, save less storage and
require more time.

The output in the Matrix Reduction Technique loses orientation in
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