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I.
INTRODUCTION

This report contains results in the analysis of several proposed encoding
schemes for the high-resolution visual channels of a geostationary orbiting
satellite. Distributions of intensity levels of photographs taken on the Apollo
VI mission were studied in an attempt to obtain some guidance on the methods
used and are summarized in an appendix. Considerations of any of the proposed
methods were constrained by the permissible complexity involved for satellite
experiments.

Our approach has been to avoid adaptive encoding techniques for satellite
use in which the encoding methods depend on the individual characteristics of
the particular scene being scanned. While some of these techniques appear to

offer promise, we feel that the "hard-wired" approach is more practical for

satellite instrumentation at this time. Some adaptive methods are under consid-
3 eration and investigation in research programs elsewhere and are listed in the

references. Some also provide guided research areas for our graduate students

and will be reported later.

The discussion of the encoding methods proposed and discussed in this report
is not intended to represent an overall survey of all methods available. It is
intended to be a presentation of what we feel are the best choices for satellite

scanners in the very near future,together with their relative advantages and

disadvantages.




I
DPCM ENCO;ING STUDIES

From observations of histogram data (see Appendix A) of Apollo VI pic-
tures,it would appear that considerable savings in bandwidth might be made
by encoding the differences between adjacent brightness levels rather than
encoding the levels themselves. Here we investigate two rather easily imple-
mented methods of doing this using differential pulse code modulation (DPCM) -
sometimes referred to as predictive quantization. Block diagrams of some
DPCM systems are shown in Figure 2.1.

In the first method considered (hereafter referred to as first-order
DPCM, but also known as zero-order predictive quantization) the entire level
is encoded in the first sample of each scan line, and then only the difference
between adjacent samples is sent at each sample point for the remainder of the
scan line. (Note that in our application the first samples taken in each
satellite revolution correspond to very low light levels and should be easy to en-
code accurately for a fixed number of levels.) Implementation of first-order
DPCM requires only the addition of ome unit of digital delay in the satellite
and’is easily alterable to a "normal" mode of operation for back-up. Based
on studies of histogram data, as discussed in Appendix A, we felt it was
reasonable to choose a 4-bit output (i.e., three bits plus sign bit) using
this method.

Because our Apollo VI picture data are digitized to 8-bit accuracy, we
have made some trial runs reducing the 8-bit picture data to 6-, 4-, and 2-bit
output using first-order DPCM. (Note that one bit in each is reserved for
sign, so 6-bit is really 5-bit plus sign.) As a fairly severe case study for
cloud patterns, we chose the lower right quarter of Apollo AS6-2-877. (This

photograph is shown in Figure 5.2a.)

The optics preceding the photomultiplier tube (PMT) in the visual

scanner of the satellite acts as a spatial filter on the observed scene. The
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response of this two-dimensional filter, based on measurement data, is dis-
cussed in Appendix B.

The output of the PMT in the visual scanner is applied to an electrical
filter. The filter used in the synchronous meteorological satellite ( SMS )
placed into orbit in May 1974 uses a modified fifth-order Chebychev filter
with a -3dB bandwidth B of 225 kHz. Thus the along-scan time resolution is
on the order of:

trzflj(ZB) = 2.22 p-sec.
The satellite spin rate is 100 rpm. For a satellite altitude of 19,360 n. mi.

(22,300 statute miles), this gives a spatial resolution on the order of:

d_A= (2.22 x 107°) (19360) (100) (21/60) = 0.45 n. mi.

The Apollo VI picture data are sampled in a 1024 x 1024 format so the
spacing for each sample is about .08 n.mi. We can smooth each data scan line to
a resolution of about 0.45 n.mi. by use of the SMS filter. Alternatively, we
can smooth the Apollo VI data in two dimensions (along-scan and across—scan) to
abo;t 0.4 n.mi. in order to simulate the optical system. This subroutine is
referred to in this report as '"SMSOPT'" and is described briefly in Appendix B.
Filtering (whether electrical or optical) tends to smooth out the rapid fluc-
tuations of the signal and makes the encoding problem easier. To make the
input data correspond more closely to SMS data, we have also divided the Apollo
data by four and truncated to simulate 6-bit (linearly quantized) data. When-
ever this has been done, it is noted on the corresponding graph.

Some graphs of reconstructions using first-order DPCM and retaining 6-,
4—, and 2-bit (difference) accuracies are shown in Fig. 2.2. The scan line
chosen for these comparisons is line no. 521, in the lower right quarter of
Apollo AS6-2-877. The first plot in Fig. 2.2 shows the scan line, digitized

to 8 bits, with reconstructions obtained by dropping 2-, 4-, and 6-bits. Note

there is no error incurred, as expected, by dropping 2 bits. The second plot
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Figure 2.1. Block Diagrams of Some DPCM Systems:
(a) First-order DPCM (zero-order predictor);
(b) Second-order DPCM (first-order predictor);
(c) General DPCM (predictive quantizing).
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is an expanded scale of the first half of the scan line. Plot 3 repeats

using the current SMS filter to smooth the scan line first; plot 4 is the same
reconstruction but plotted to an expanded scale. Note the dropping of two
bits makes no noticeable difference in the reconstruction. It is interesting
to note savings of about 2 bits/sample have been reported for high-quality
television pictures using DPCM [4].

Plot 5 in Fig. 2.2 shows the same scan line after the optics filtering
discussed in Appendix B. This plot demonstrates the effect of the optics
smoothing for 8-bit input data.

In plots 6 and 7 the input picture data is first reduced to 6-bit accuracy.
This reduces the reconstruction error in going to the 4-bit output accuracy
without the optics filtering and eliminates the error with the optics
filtering.

First-order DPCM is well-suited to situations in which the input data
varies little from sample to sample. Large differences between samples, how-
evér, will tend to overflow the output accuracy and thus the decoder will
incérrectly reconstruct the remainder of the scan line with a constant level
error. In our case, that happens whenever a change greater than 23 = 8 input
levels occurs between adjacent samples in the data. When comparing against a
constant output accuracy (in our case, 4-bits), quantizing the input data more
coarsely and/or smoothing the input data with one- or two-dimensional filter-
ing will reduce the overflow problem. The graphs in Fig. 2.2 illustrate this.

To investigate the overflow problem, we generated some statistics using
first-order DPCM on the lower right quarter of Apollo AS6-2-877. The output
accuracy was held to 4 bits (3 bits plus sign). With the possibility that

the highest level (in our case, *7) could be used as an overflow flag, we

kept a count of: a) the number of times a "7" was used; b) the number of
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overflows; c) the number of times an overflow occured twice consecutively;
d) three times consecutively; and e) four times consecutively. These statis-
tics are tabulated in Table 2.1.

Another encoding possibility is to use a second-order DPCM system (first-
order predictive quantizer). Although the width or spread of the histogram
data in Appendix A is not reduced as much going from first-differences to
second-differences when compared to going from the levels to the first-
differences, there is some reduction. The second-order DPCM system requires
two units of digital delay, as shown in Fig. 2.1, and is almost as easy to
implement as first-order DPCM. An advantage is it is well-suited to ramp-
type input signals; a disadvantage is it will generate a ramp-type signal if
an error is made. The lack of stability of a second-order DPCM system becomes
a problem if adequate '"damping' is not provided. Thus the possible increased
efficiency comes with a possible stability penalty. In addition, of course,
two initial conditions are required instead of one.

Some overflow statistics using second-order DPCM and a 4-bit output are
showﬁ in Table 2.1b. Note the number of overflows has been reduced drastically
cémpared with the first-order system. However, each overflow is very detri-
mental, as will be seen shortly, if uncorrected.

Graphs showing both first- and second-order DPCM encoding/decoding
retaining four bits (i.e., three plus sign) are shown in Fig. 2.3. Plot 2
is an expanded scale of plot 1; both demonstrate the instability of the second-
order system. Plot 3 includes both SMSOPT and the current SMS filter. Note
with the addition of the optics and filtering the second-order system is now
stable and very accurate.

Beginning with plot 4, the input data is quantized linearly to 6-bits.

Although improved, the second-order system again is not stable on the raw

picture data. However, when the optics smoothing is added in plot 5, the
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second-order DPCM system gives perfect reproduction on the scan line attempted
(surpassing the performance of the first-order system).

The use of the SMSOPT smoothing without changing the sampling rate results
in over-sampling. The optics smoothing reduces the picture resolution by a
factor of almost five, so the sampling rate must be decreased by the same
amount to obtain independent samples. The present SMS visual channel does
just that. Therefore, to make a fair comparison, we have rerun the DPCM over-
flow statistics with the SMSOPT smoothing and then taken every fifth point.
The results are shown in Table 2.2. Note now the performance of the second-
order DPCM system is strictly inferior to that of the first-order DPCM system.

From these and other examples we have run, the statistical results of
using the Apollo VI picture data directly or using the SMSOPT smoothing and
then taking every fifth sample point are very similar. Thus, we shall prefer
to use the Apollo VI data directly in our encoding studies in the remainder of
this report.

Our conclusions here so far are that both first-order and second-order
DPCM systems yield improved performance on 6-bit Apollo VI picture data when
used with optics smoothing and 4-bit output. Both systems are relatively easy
to implement. It appears the 6-bit to 4-bit reduction is reasonable and a
safe assumption. Some further reductions are feasible and it all depends how
safe a design one wishes. It appears, however, any further substantial band-
width reduction is not very realistic using DPCM.

The above systems are quite straight-forward to implement and efficient
when the data samples are highly correlated. If this is not the case, then
dependence on the past values should not be weighted as high and, in the
extreme case, be completely neglected. Therefore, an optimum DPCM system is

adaptive and adjusts the difference encoding depending on the correlation of

the samples. This type of system is illustrated in block-diagram form in
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Fig. 2.lc. Essentially, this system contains an optimum predictor which

acts on the past data to estimate the most probable present value. The
difference between the two is sent. While more efficient, this system is also
more difficult to build and maintain remotely. We have not considered systems
which must compute correlation coefficients to optimize their encoding on
board the satellite for this reason.

The tendency for DPCM systems to overflow is a severe disadvantage when
the scan lines are long, as in the case of the SMS. Two picture reconstructions
for first- and second-order DPCM with overflow problems are shown in Fig. 2.4
In Fig. 2.4a, a first-order DPCM system was used. In Fig. 2.4b, a second-
order DPCM was used after SMS optics and electrical filtering, but every fifth
point was taken so that the samples were independent.

The overflow problem can be reduced and even eliminated if the bit re-
duction is lessened or more stringent filtering is employed. Both were con-
sidered not viable alternatives and decrease the efficiency of this encoding

method.

‘Another alternative is to detect the overflow condition and correct for
it. We have developed an algorithm for doing this using a stand-by accumulator,

as shown in Table 2.3.
TABLE 2.3

Algorithm of Accumulator Subroutine for First-Order DPCM

For sequence of data points IG(1), IG(2), IG(3), ..., IG (N):

1. Set: ACCUMULATOR = IG(1)
2 *For' 'k =2 to N, DO:
Set: BUFFER = IG(k)
REMAINDER = BUFFER - ACCUMULATOR
1 REMAINDER < 7, Go to Step 3
OUTPUT = sign of REMAINDER times 7
ACCUMULATOR = ACCUMULATOR + OUTPUT
Go to Step 2 to repeat the DO loop
3. OUTPUT = REMAINDER
ACCUMULATOR = BUFFER

Go to Step 2 to repeat the DO loop
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The accumulator scheme works as follows. A detector for the count of
23—1=7 -- consisting of three AND gates —- is used to detect a potential over-
flow condition. If the ''seven'" detector is not activated, the system operates
like a conventional DPCM system with the exception that the difference is al-
ways loaded in a buffer and held to the next sample point, then "dumped" and
reloaded. When the "seven'" detector activates, it disables the '"dump'" and the

"sevens'" out

buffer acts like an accumulator. The system continues to take
of the accumulator until the difference is less than seven, whereupon the
system reverts to its normal mode of operation. Thus the accumulator system
acts like a nonlinear low-pass filter and tends to round off the sharp edges
of clouds, but only if the contrast is high. For lower contrast, all frequency
components are transmitted.

Use of the stand-by accumulator with a first-order DPCM system is shown
in Fig. 2.5 Note even though the system temporarily overflows, most noticeably
when going from 8-bit data to 4-bit data, it always regains the correct operating
levels. This is in direct contrast to first-order DPCM without the accumulator,
whe#e each overflow results in an operating level error which persists for the
remainder of a scan line. Two possible configurations for implementing the
stand-by accumulator are shown in block-diagram form in Fig. 2.6.

Summarizing, the use of first-order DPCM allows a decrease in bandwidth
on Apollo VI picture data of about 33%. Use of second-order DPCM allows some
additional decrease, but not enough to warrant the potential stability problems
which may occur. The overflow problem is serious for long scan lines but can
be remedied with a stand-by accumulator. This accumulator is simple and
easily realized using reliable digital logic circuitry.

The use of delta modulation -- which is basically a one-bit (i.e., sign
bit only) first-order DPCM system -- was also considered. This encoding system

is extremely simple to implement and, if operated fast enough, has the desirable
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features of DPCM with accumulator. However, just to match the intensity
resolution of four-bit DPCM requires an increase in the clocking and multi-
plexing rates by a factor of eight. These speeds were judged excessive for

a multiple-scanner system. Generally, it has also been found delta modulation

requires slightly greater bandwidth than PCM for fairly high fidelity

requirements.




2-12

> FIGURE 2.2. PLOTS OF FIRST-ORDER DPCM ENCODING/DECODING
COMBINATIONS FOR APOLLO AS6-2-877.

Notes: 1. Solid line indicates input data scan line
(digitized to 8-bits unless marked otherwise).

2. Dashed lines represent dropping bits after
subtraction, as indicated.

3. Input data accuracy is 8-bits (i.e., 256
levels) unless specified.

4., Scan line used is line # 521, elements 513-1024.
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FIGURE 2.3. COMPARISON OF FIRST-ORDER AND SECOND-ORDER
DPCM ENCODING/DECODING FOR APOLLO AS6-2-877.

Notes: 1. Solid line indicates input data scan line
(digitized to 8-bits unless marked otherwise).

2. Dashed lines represent dropping bits after
subtraction, as indicated.

3. Input data accuracy is 8-bits (i.e., 256
levels) unless specified.

4. Output fixed to 4-bits (i.e., 3 plus sign).
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(a)

S

(b)

Figure 2.4. Picture Reconstructions for Two DPCM Systems with Overflow.
’ (a) First-order DPCM on Apollo AS6-2-877 (URQ) ;
(b) Second-order DPCM on Apollo AS6-2-877 (LRQ);
SMSOPT and SMS filtering; every fifth point
sampled.
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N)

FIGURE 2.5. PLOTS OF FIRST-ORDER DPCM ENCODING/DECODING
FOR APOLLO AS6-2-877 USING A STAND-BY ACCUMULATOR.

Notes: 1. Solid line indicates input data scan line
(digitized to 6-bits).

2. Dashed lines represent reconstruction,
dropping bits after differencing as indicated.




2-28

0° 01

0-0¢

00y

0-0S

0*08

0-0L

INIBd H180

118 d40d40

OUIT ueos amaﬂwﬂu01\\\\

INJY¥3I4410 HLIM 300330/300IN3

00§ osvy oov 0SE 00E 052 ooz 0S1 001 0s 0
1 _ | S R ] _ ¥ v X ¥ _ v _ _ ¥ — NS G | — N [ O 1— | D 1- | B | _ M B
L POPPY I03BTNWNODY T
5 3T9-9 031 paonpay eieQ 3Indug ]
* (Y20T-€TS) 0£8 :9uT1 ]
i LL8-T-9SV oTTody
LA i s
i / X
3 ‘ 1
— — —
i ~ \ s31q # doiag ]
5
B f \ ]
! ,
B % /
- _ N
I | F
. I \-s31q 7 doag !

O.

0°01

0*pz

0-0S

0*09

0-0L

"4410 43080 LST

JanLI1dWe




2-29

1ST ORDER DIFF. ENCODE/DECODE
70.0 - =
g g
e ]
60-0 = -
; | o
= | -
_ [ I &
s | A g 2
S0.0 ' g |

i | I i
- | [ -
| | | .
W 40.0 ' ! B -

) | -
) I [ | 1
- i | 1
— I 5 A
' o 30.0 |- Pk
= B 1 J
a - | |
’ ARRNE
20-0 — IT
r —
| Apollo AS6-2-877 ;
10.0 L Line: 830 (769-1024) L
- Input Data Reduced to 6-bit ]
i Accumulator Added; 4-bit Output A
.0 TN NN TR O T e O oy ey PR T [ S| 3
0 50 100 150 200 250

DRTA POINT

70.

60.

S0.

40.

30.-

20.

10.




9 NORM
6-BIT k
IN— “A/p DROP
2 LSB
ONE-UNIT non 1 Y Y
BUFFER \"] DeLAY DET.
ADD+STORE \ \\
\
j;\\l_ \ \\
PRI T AR, ST T A | 1. A
| e-BIT
=1 Am :
| % NORM
\ , ouT
/
' NEETEE __Joeem
IN 1 A/D d
4 -BIT ONE-UNIT
D/A DELAY
] Figure 2.6.

Two Possible DPCM Systems with
Accumulation which would be Suitable for a
Geostationary Orbiting Satellite Experiment.




3-1

INTERPOLA% %‘]/:E ENCODING

The discussion in the preceding chapter centered on the use of uniform
time sampling and encoding. There is a class of encoding techniques which
makes use of nonuniform sampling methods for bandwidth compression. When made
adaptive, some of these techniques have reported factors as high as four in
satellite simulation studies [6]. A closely allied method is that of inter-
polative encoding [7]. The advantage of the interpolative encoder for satellite
work is it is not adaptive and the algorithm can be preset. A disadvantage
in both is it is difficult to efficiently multiplex several channels.

We have investigated the use of both first-order and second-order inter-
polative encoding on the Apollo VI picture data. The algorithms for the first-
and second-order interpolative encoders are shown in Tables 3.1 and 3.2.

Reconstructions of line #521 in the lower right quarter of Apollo
A86-2-877 were run using both the first- and second-order interpolator and are
shown in Fig. 3.1. The original data was 8-bit and the sample tolerance
accufacies (¢) were run at 6-bits and 4-bits, as noted on the graphs. The
4;bit sample tolerance accuracies resulted in appreciable errors, but the 6-bit
accuracies yielded very acceptable reconstructions.

As an example of the data compression realized for the 512-point line
shown in Fig. 3.1, the first-order interpolator required 375 data points for
6-bit tolerance accuracy and 191 data points for the 4-bit accuracy. The

second-order interpolator required 128 data points for 6-bit tolerance accuracy

and 88 data points for the 4-bit accuracy.




TABLE 3.1. ALGORITHM FOR THE FIRST-ORDER INTERPOLATOR

Transmission

1. Let xk be the last sample value set and xj be the

present data point from the Apollo VI data.
2. Truncate as required (preset).

35 &BE xj is the first sample value of a scan line,

send that sample value and go to 6.
4. For each data point, form:
|xj = xkl < g
where § is an arbitrary bound (specified).

5. Increase j until the inequality is exceeded; let

this point be: i + 1; then:
6. Send the sample value xi.

- 7. Let: k = i and repeat.

f Reconstruction

1. Hold the present sample level until a new sample value

is received.

2. Let: k = i and repeat.




TABLE 3.2. ALGORITHM FOR THE SECOND-ORDER INTERPOLATOR

Transmission

l. Let X, be the last sample value sent, x, the present
sample value in the sequence considered, and xj be an

& intermediate sample value (k<j<i).

2. If X, is the first sample value in a scan line, send

that sample value and go to 3.

3. For each data point, form:

[xi—xk

Tk ] (3-k) (xk-xj) < g

where £ is an arbitrary bound (specified).

4. For each i, test over all k < j < 1i.

5. Increase i until the inequality is exceeded for some

j; let this point be: £ + 1.
. | 6. Send the sample value xz.
7. Let k = & and repeat.

Reconstruction

SR X, is the first sample value in a scan line, hold

that level until the next sample is received.

2. Hold the slope: (xi—xk/i—k) until the next sample

is received.

3. Let: k = i and repeat.
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Summarizing, these sample reconstructions show a first-order interpolator
using 6-bit accuracy is roughly equivalent in bandwidth compression to DPCM.
In contrast, the second-order interpolator yields savings on the order of a
factor of four and is clearly superior in this regard to DPCM.

The above comparisons have been made on a scan-line-by-scan-line basis.
However, several channels are used in the visual channels of modern geo-
stationary orbiting satellites. This presents a multiplexing problem because
the interpolative encoders are not uniform time samplers. The full savings
in their use is not realized, therefore, unless a uniform time sampling rate
conversion is made, and this comes at the cost of buffer storage.

A compromise would probably be to use some buffer storage (say, an 8x8
array for an 8-channel system) and "strobe" the output sample values by a rate
reduced by about a factor of 2-3 below the input sample data rate. It is
possible to set up such a system simulation and make a statistical study of‘
the percentage time there will be an overflow, although we have not attempted
to ao so.

' In conclusion, interpolative encoding offers significant bandwidth com-

pression, but at the expense of some multiplexing problems for efficient multiple-

channel use.




FIGURE 3.1.

GRAPHS OF A RECONSTRUCTED SCAN LINE FROM APOLLO
AS6-2-877 USING INTERPOLATIVE ENCODING

Notes: 1). sSolid line is the original scan line
(8-bit data, unsmoothed).

2). Dashed lines are the line reconstructions
using 6-bit and 4-bit sample accuracies,
as noted.
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TWO—DIMENSI%EAL ENCODING

Our criteria for judging picture quality obtained for meteorological uses
are the spatial and intensity level accuracy needed for visual interpretation
and the spatial and intensity level accuracy needed for wind measurements (these
are discussed in Chapter V). Criteria for the former use are fairly subjective,
whereas the latter is based on two-dimensional correlation techniques.

In judging picture quality for both uses, a two-dimensional array of
points is involved; yet we have assumed in the previous chapters that signal
processing be performed only in the along-scan direction. Here we consider
two-dimensional methods in hope of gaining more substantial reductions in
required bandwidth. Theoretical considerations show reductions on the order of
a factor of about three (3) might be expected when compared to line-by-line
processing [9].

Many different data processing methods cou;d be considered here. For
example, the DPCM and interpolative methods discussed in the previous chapters
canfbe extended to two dimensions. To be efficient, however, these methods
r;quire a computation of the two-dimensional correlation coefficients [3].

Our aversion to adaptive systems has led us to consider other systems.

An attractive two-dimensional method is transform coding. This method
involves the storage of a two-dimensional array of sample points, a computation
of the coefficient array, and the quantization and transmission of selected
coefficients. At the receiver, the coefficient data is assembled in an array
and an inverse transform is taken to yield the reconstructed scan lines. An
advantage is the picture data are treated in small two-dimensional "packets',
corresponding to the way the data are to be used. A disadvantage is the

data must be handled in an array, requiring storage. Part of the problem is

solved in a visual scanner which has several parallel channels; because of the
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8-channel configuration of the visual channels in the SMS, we have chosen
an 8x8 array. Some reported work along these lines has been done by Landau
and Slepian [10] on television data using a 4x4 array.

Use of the well-known Fourier transform for this purpose was quickly ruled
out as a result of computational complexity. A transform which lends itself
to logic-type computation is that using Walsh functions [11,12]. While having
some drawbacks for large-array computations, they were chosen here mainly for
their computational simplicity and favorable qualities for small-array computa-
tions [17]. These functions form an orthonormal set using the levels +1, -1.
The first eight Walsh functions are shown in Fig.4.l1. We have restricted our
choice to eight because the visual scanner on the SMS has eight parallel
channels.

The Hadamard matrix used to represent the Walsh functions is ordered

with respect to the number of sign changes in each row (sequency ordering).'

For an 8x8 array, this is:

’ + + + + o+ o+ o+ 4+
+ + + + - - - -
+ + - - - - + 4
+ + - - 4+ + - -
+ - - + 4+ - - 4
+ - - + - + 4+ =
+ - + - - 4+ - 4
L+ - + - + - 4+ - j

where "+'" indicates '"+1" and "-"
indicates "-1".

The computed Walsh coefficients are arranged in an 8x8 array and indexed

as shown in Fig. 4.2a.

The method of indexing the coefficients (i,j) in Fig. 4.2a is by the zero
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crossings in the vertical and horizontal coordinates respectively. The sequency
can be found from:

vertical sequency = [i/2] = greatest integer obtained after
division of i by 2;

horizontal sequency = [j/2] = greatest integer obtained
after division of j by 2.

Thus for i # 1; j # 1, the sequency of the term with the general indexing

(i,3) is: (fi/2],[j/2]). The description in terms of sequency is not unique,
however. For example, (2,2), (2,3), (3,2), and (3,3) all have vertical sequency
of one and horizontal sequency of one, but they have differing spatial shifts
(""phase shifts'"). (The analogy with sines and cosines at a given frequency are
the "sal" and "cal" functions at a given sequency as shown in Fig. 4.1.) Note
the first coefficient (i=1, j=1) corresponds to the "D.C." or average value of
the 8x8 data block, whereas the coefficient (i=8, j=8) corresponds to the most
rapid fluctuations in the selected picture sub-area.

Based on coefficient computations for Apollo AS6-2-877, we select 25 or 16
of the 64 coefficients as being the most important, as shown in Fig. 4.2b. All
othe}s are set equal to zero before the coefficient array is transmitted. The
sélection is predetermined so the satellite hardware can be designed to only
compute the desired coefficients, resulting in appreciable savings. The selected
coefficient values are quantized and transmitted at a reduced data rate.

The choice of the coefficients selected depends to some extent on the type
of picture content being transmitted. This is being studied and a report of
work to date is included in Appendix C.

Investigation of this type of encoding using the closely-related Hadamard
basis functions has been investigated rather recently and reported in the

literature [10,13,14]. With the exception of the work by Landau and Slepian

[10], this has been confined to relatively few pictures. The techniques employed
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21,0 1,1 1,1y1,2]1,2| 1,3] 1,3)1,4
!
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Figure 4.2. a). Diagram of Sequency and Matrix Notation of an 8x8
Walsh Coefficient Array; b). Selection Rule for Walsh
y Coefficients for Apollo AS6-2-877 (diagonal lines indicate
the 25 retained; crosshatched indicate the 16 retained).
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have been to optimize the selection of coefficients by first investigating the
variances of the coefficients for a given picture. Because we prefer not

to use an adaptive system, we have been investigating ways to make the
choices a priori based on our studies of representative cloud photographs.

To implement the simulation studies, a fast Walsh transform (FWT) sub-
routine was written using a modification of the fast Fourier transform (FFT)
[15]. Some sample runs were made of various picture content and the tables of
coefficients were studied [2]. From observations of these results and compari-
sons with others analyzing ERTS data using these techniques [16], we have
chosento retain either 25 or 16 of the 64 coefficients for Apollo AS6-2-877.
This selection rule has been modified later,as described in Appendix C,to
accomodate a wider range of Apollo VI picture data.

The effort in computing a Walsh transform is almost trivial when compared
to the Fourier transform. It consists in multiplying the data by plus or minus
one over increasingly smaller increments and forming sums. Both operations
are easy to implement with logic-type circuitry. In analogy with the use of
'thé term "frequency" in the Fourier transform, a measure of how rapidly the
Walsh functions vary over a given interval is called "sequency".

A problem which arises in transform coding is that of a proper choice of
quantization rule for the transmission of the coefficients retained. This
has received some attention in the recent literature. The problem is that
the low-sequency terms in picture data can be very large and rapidly varying
while the higher sequency terms are very small and vary slowly between
adjacent "blocks" of data. One approach is to use a non-linear quantizer which
is matched to a gaussian probability density [13]. (This is similar to a
bipolar version of the present non-linear SMS quantizer.) Another approach

is to use an adaptive quantization rule based on a computation of picture




statistics [14]. We have ruled out the later choice as impractical for satel-
lite use at this time. If the computation of coefficients is performed using
analog methods, then an analog non-linear quantizer can be used that is

similar to the one now employed in the SMS. If the computation of coefficients
is performed digitally, then a read-only memory (ROM) can be employed to per-
form the non-linear conversion.

In order to make the quantization rather straightforward, we adopted the
following rule based on cbservations of picture data. The zero-sequency term,
which corresponds to the average value, is divided by a factor of 50 and the
coefficients of terms of other sequencies are divided by a factor of 5. Then
a 6-bit linear quantization is used on all the coefficients retained. Because
the zero- and first-sequency terms can be quite large in picture data, this
choice avoids excessive overloads. It is a rather crude three-step approxima-
tion to the gaussian quantization rule cited above. (Based on more studies of
Apollo VI picture data, we have altered the numbers slightly, as discussed in
Appendix C.)

Fig. 4.3 shows plots of a set of two reconstructed lines from the right
side of Apollo AS6-2-877 using the above procedure. The input data used is
8-bit data and no optics smoothing was used. In the eight-line run (i.e.,
gx2? points)-- of which we are showing only two lines--there were only three
overflows in the 6-bit linear quantizer. Note, in contrast to DPCM, the
effect of an overflow error is distributed over 64 picture elements (8%x8 data
block) and does not affect picture elements in adjacent data blocks. The re-
sults given in Fig. 4.3 are very encouraging, so we tried a few runs retain-
ing only 16 of the 64 coefficients. The effects of quantization become more

and more noticeable as the number of coefficients retained is lowered. Fig.

4.4 shows a reconstructed scan line using input data which has first been
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smoothed by the SMSOPT (optics) subroutine. The first plot retains full computer
accuracy on the coefficients, but the second uses the modified coefficient
quantizer described above.

As mentioned in the previous chapter, the use of the SMSOPT smoothing
routine without reducing the sampling rate is not quite fair because all the
samples are no longer independent. Because the rms resolution of the SMSOPT
routine is 4.65 samples, we can reduce the sampling rate by a factor of five
to obtain independent samples. Figure 4.4 shows a reconstructed scan line
using input data which has first been smoothed by the SMSOPT routine and then
sampled every fifth sample and every fifth line. The first plot retains full
computer accuracy on the coefficient values but the second uses the 6-bit
modified linear quantizer. Note the choice of the quantizer becomes more
critical in this case.

Implementation of this technique will probably require two 8x8 arrays of
data storage, one of these used for a buffer storage. Computations can be per-
forqed using logic-type circuitry and 16~ or 32-bit buffer can be used for
serial readout. Recent advances in charge-coupled and surface-wave acoustic
delay lines make sampled analog operations feasible [18]. Completely digital
operation is also a possibility, and these choices would have to be investigated
[19]. Note the system is self-multiplexing, i.e., a separate multiplexer is not
required for the eight lines.

Our conclusions indicate transform coding using the two-dimensional Walsh
transform can reduce the bandwidth required by a factor of about 3-4 at the
expense of some added complexity. More can be gained if the choice of coeffi-
cients and their quantization can be made adaptive. The discussion in Appendix

C summarizes our work on the coefficient selection and quantization over an

ensemble of the Apollo VI picture data.
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FIGURE 4.3. GRAPHS OF TWO RECONSTRUCTED LINES FROM
APOLLO AS6-2-877 USING AN 8x8 WALSH TRANSFORM.

Notes: 1). Solid line is the original scan line
(8-bit data, unsmoothed).

2) . Dashed line is the reconstructed line
after quantizing 24 of the 64 coefficients
to 6-bits and then taking the inverse
Walsh transform.

3). Scan lines taken from the right half of
picture; scan lines are noted.




4-10

INIQd Bldd
205 osv ocy 0SE 00E 0s? 002 0s1 0
]a_ | B N A —1_ 11 _ 8 _ S | _ S _ 1T 1T 1 _ _+_JW_ _J L | 0°08
(379-8) ®IB@ TRUTISTI0 | .00
:sjusmaTy J
12Ut ¢
LL8-T-9SV OTTOdV ] ...
- o-0z
4 D
. =X
] e
__, ~ oost T
I _ ] -
__“ q~ M &
# . i : - oost _‘ﬂ
ﬂ_ | ﬁ_ QUIT ueOS Hmn..nwﬂpo/ lu o
ﬁ _ L i ! UOT3ONIISU0IIY .
N | I \ :
q { _” — o0-002
{ ,__¢ ' m,_. H
d ! . y Al ..x ?..«.ar 0-022
I ] 1y 2
“ i r_. | 4
J 1h G __ . H
VY W _ 1
q N IV . 3
*0=84302* 1M ¥8=8X8 40 0¥ ‘¥3IZILINGUNOD LI9-9 *HSTIEM (0-C




4-11

INIOd B1l8d
00S oSV oov 0SE 00€ 0s? 002 0S1 001 0s 0
],__——_______-_J_Wq ﬂ_lﬂq_—l_____d_________—________A_A__l o' 08
\ _ -
__ﬁ \ (3T9-8) ®aIRQ TRUISTIQ .
A %C0T-€T1S :S3USWITH =
; ygg dury ] 0700
_ ] LL8-7-9SV oTTody ]
* ;/ UOT3ONI]JSU0IDY ..“ 0-021
: . ).l\ 9UTT ueds TeurldTiQ ]
I \ = D
I A a- o
| __ . 1 0-0v1 =
1 f . 5
| ol . o
1 _ — 0'081 C
\ | - =)
% I ) i m
__ i |
[ l
._. | b —{ 0-o8t
; ] { b 4
{ { ; -
.ﬁ ‘_ % \ﬂ (I 4
ﬂ” ) “ q _, w 4 0°'002
{ i\ il
._ ) ' a Al J77
| j 1! 5 /}A? 3
: L ; W 0°022
| It ¥
ol _,,
Q A A 0°0v2
I y
ol 7 V .\ ' d =
+0=843072° UM $9=8X8 40 0Ov ‘¥3IZILNLUND LI8-9 *‘HSTEM (0-¢

i

L

s uot




FIGURE 4.4. GRAPHS SHOWING EFFECTS OF QUANTIZATION
IN THE 8x8 WALSH TRANSFORM.

Notes: 1).

2).

3)-

Solid line is the original scan line
(8-bit data, smoothed with SMSOPT) .

Dashed line in the first graph is the
reconstructed line after retention of
16 of the 64 coefficients and then
taking the inverse Walsh transform.

Dashed line in the second graph is
the reconstructed line after quantiz-
ing 16 of the 64 coefficients to 6
bits and then taking the inverse
Walsh transform.
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FIGURE 4.5.

Notes:

4-15

GRAPHS SHOWING EFFECTS OF QUANTIZATION IN 8x8
WALSH TRANSFORM WHEN SAMPLING RATE IS REDUCED
BY FACTOR OF FIVE.

2).

3).

4).

Solid line is the original scan line (8-bit
data, smoothed with SMSOPT).

Data has been sampled at every fifth point
and every fifth line.

Dashed line in the first graph is the
reconstructed scan line after retention of
16 of the 64 coefficients and then taking
the inverse Walsh transform.

Dashed line in the second graph is the recon-
structed line after quantizing 16 of the 64
coefficients to 6 bits, setting the rest to

zero, and then taking the inverse Walsh transform.
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COMPARISONS IK PERFORMANCE

We have chosen two criteria for the performance of possible encoding
methods. The first is that of the wind measurement surfaces which yield an
estimate on the possible accuracy of determining winds from successive cloud
pictures. The second criterion is reconstructed picture quality. Because
both are rather difficult to measure quantitatively (the latter more so than
the former) we present the plots and photographs here together with our
interpretation.

5.1 Wind Measurement Surfaces

Through the courtesy of Eric Smith and Dennis Phillips of the U.W. Space
Science and Engineering Center, the WINDCO program developed earlier for gen-
eration of wind measurement surfaces of ATS data [20] was adapted to the Apollo
picture data. This program was run on the McIDAS display system at the U.W.
Space Science and Engineering Center for the different encoding systems and
the results are shown here.

+ In the WINDCO program, a 32x32-point matrix array is moved at varying lags
écfoss a 64x64-point array. A metric is chosen and the resulting surfaces are
displayed in a three-dimensional frame of reference. The peak can be used as
a wind measurement accuracy indicator and the secondary peaks and surfaces as
an indicator of possible erroneous measurements.

Several different metrics can be chosen. For these studies we have used
a "magnitude-error" sum. This means the magnitude of the differences are
summed to give the measurement surfaces. Other possible criteria are magnitude-
squared-error and cross-correlation. The magnitude-error criterion was chosen
to minimize the McIDAS computing time. It also generally gives higher secondary

peaks and measurement surfaces which are of interest in the comparison. Some
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plots using the much longer correlation program were run on the Univac 1108
for the same Apollo VI data and are included in Appendix D for reference.

The input data for making these measurements does not include effects of
optics, PMT noise, or filtering, and therefore are tests of the encoding methods
themselves.

In Fig. 5.la, several picture samples taken from the lower right quarter
of Apollo AS6-2-877 were run against themselves as an idealized case. The
picture locations are given; note the small bright clouds give excellent wind
measurement surfaces.

In the succeeding graphs in Fig. 5.1, the outputs of different encoding
systems were run against the original data for the same picture locations.

(No attempt was made to line up the pictures exactly so the peaks in the wind
measurement surfaces are not always at zero.)

Many more computations were run than those which correspond to the plots
shown. Some areas, particularly those where the cloud patterms vary little
over the 32x32-point array size, show little change with various encoding
choiées. The plots shown here are representative of some of the sharply-
défined cloud patterns and show marked differences.

From the results of Fig. 5.1, we conclude the 4-bit first-order DPCM
system is very good in making wind measurements, both from the width of the
measurement peak and in the relative attenuation of the sidelobe levels.

Both the 8x8 Walsh with 24 coefficients and the 6-bit second-order interpolator

provide poorer wind measurement surfaces. The trend is fairly consistent over

all four surfaces displayed.
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FIGURE 5.1. WIND MEASUREMENT SURFACE PLOTS FOR

SELECTED AREAS IN APOLLO AS6-2-877

Notes:
1). A photograph of Apollo AS6-2-877

(LRQ) is shown in Fig. 5.2a.

2). The centers for the plots,
assuming that the upper left
corner of Apollo AS6-2-877
(LRQ) is at (0,0),  are:

(1). Line 52, element 152;

(2). Line 112, element 152;
(3). Line 352, element 152;
(4). Line 412, element 152.

The plot numbers correspond to the '

above listings.

3). Matrix sizes used were: 32x32,
64x64 .

4). Encoding methods are noted on
graphs.




Apollo AS6-2-877; LP1l metric
Original data
8-bit linear code




Apollo AS6-2-877; LP1 metric

First-order DPCM w/accumulator

4-bit linear output code
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LP1 metric

’

Apollo AS6-2-877;

Second-order Interpolator
6-bit linear output code




Apollo AS6-2-877; LP1 metric
8x8 Walsh, 24 coefficients

6-bit piecewise linear code




5.2 Picture Reconstruction

A second criterion for judging the performance is how well each encoding
method reproduces a given picture. Picture quality is somewhat of a subjective
criterion,so we have reproduced four representative quarter-pictures from the
Apollo VI mission for each encoding method. Because the selection rule for the
Walsh coefficients varied slightly in our various simulations, we include a dia-
gram, shown in Fig. 5.2., of the selection rule used in these picture simulations.

Fig. 5.3a shows the original lower right quarter of Apollo AS6-2-877 as
sampled and reconstructed and is included for reference. Fig. 5.3b shows the same
quarter-picture after it has been passed through a simulation of the present SMS
optics system (see Appendix B). The optics program has not been used in any of
the encoding method studies, so picture degradation can be attributed directly
to the encoding method. This one reproduction using the SMS optics program is
included for reference. If the same optics were used, the encoding errors would
add to the degradation already introduced.

Fig. 5.4 shows four picture reconstructions using each of the three main
enéoding methods discussed in this report. Note all three give acceptable
'reconstructions. Observing the detail carefully does disclose some differences,
however, and the first-order DPCM system has a favorable edge on performance.

The Walsh method exhibits some 8x8 "block" effect, most noticeably in the lower
right corner of #877. This can probably be minimized by assigning a longer code
to the "D.C." term in each 8x8 block. Coefficient selection for the 8x8 Walsh
encoding used a symmetrical version of the rule discussed in Chapter 4 and is
shown in Fig. 5.2. In proportion to the bandwidth efficiency, however, the 8x8
Walsh encoding does a remarkably good job of picture reconstruction.

The second-order interpolator, while having the same bandwidth efficiency in
these studies as the 8x8 Walsh, definitely exhibits inferior performance. The one-

dimensional scan lines are clearly evident and some picture detail is obscured.




Figure 5.2.

Diagram of Walsh Coefficient Array used for
Picture Reconstruction of Apollo AS6-2-877,
-934, -1430, -1469.




FIGURE 5.3. A RECONSTRUCTION OF APOLLO AS6-2-877 (LRQ)
AND EFFECTS OF SATELLITE OPTICS.

Notes: 1. Data is 8-bit in a 512x512 format.
2. Data sampling is 0.08 n.mi/sample.

3. See Appendix B for explanation of SMSOPT.
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Apollo AS6-2-877 (LRQ)
Original Data
8-bit linear code

Apollo AS6-2-877 (LRQ)
SMSOPT data
8-bit linear code




FIGURE 5.4. APOLLO PICTURE RECONSTRUCTIONS USING
DIFFERENT ENCODING METHODS

Notes: 1. Data is in 512%X512 format.
2. Encoding method is as indicated.

3, Picture scaling is normally 40 n.mi.
40 n.mi.




Apollo AS6-2-877 (LRQ)
First-order DPCM w/accumulator
4-bit linear output code

Apollo AS6-2-934 (URQ)
First-order DPCM w/accumulator
4-bit linear output code
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Apollo AS6-2-1430 (CRQ)
Fist-order DPCM w/accumulator
4-bit linear output code

Apollo AS6-2-1469 (LRQ)

First-order DPCM w/accumulator
4-bit linear output code
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Apollo AS6-2-877 (LRQ)
Second-order Interpolator
6-bit linear output code

Apollo AS6-2-934 (URQ)
Second-order Interpolator
6-bit linear output code
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L Apollo AS6-2-1430 (CRQ)
Second-order Interpolator
6-bit linear output code

4 —

Apollo AS6-2-1467 (LRO)

Second-order Interpolator
6-bit linear output code
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-

Apollo AS6-2-877 (LRQ)
8 x 8 Walsh, 25 coefficients
6-bit piecewise-linear code

Apollo AS6-2-934 (URQ)
8 x 8 Walsh, 25 coefficients
6-bit piecewise linear code
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Apollo AS6-2-1430 (CRQ)
8 x 8 Walsh, 25 coefficients
6-bit piecewise linear code

Apollo AS6-2-1469 (LRQ)
8 x 8 Walsh, 25 coefficients
6-bit piecewise linear code




VI
CONCLUSIONS AND RECOMMENDATIONS

Our studies of possible encoding methods for meteorological satellite
designs in the near future demonstrate the use of a 4-bit first-order
DPCM system with a stand-by accumulator is a first choice. This type of
system provides a savings of 33 % in bandwidth over the present SMS and is
simple to implement, multiplex and maintain. The stand-by accumulator assures
that there are no long-term errors. Short-term errors are present when very
sharp cloud edges are encountered » but our studies indicate the loss 1in
resolution is not much greater than about two samples. Wind measurements are
virtually unaffected by these errors.

The first-order DPCM system permits a "back-up"mode which is easy to
implement. Disabling the delay and accumulator units and increasing the
multiplex rate by 50% (i.e., to the 6-bit rate), the system is returned to a
cgnventional 6-bit system such as the one presently being used. The first-
,order DPCM system requires one initial sample per scan line. When a scan is
completed, the visual scanner is shut off and the delay and accumulator units
are cleared. When the scanner comes on, the background intensity will be
fairly low (a scan angle of 21° is presently used and the diameter of the earth
subtends about 18°). This means the first 4-bit sample can be taken by
truncating the 6-bit input code from the left, giving 6-bit intensity resolution
in the lowest 25% of the range.

A second choice which involves greater complexity is using the
two-dimensional Walsh transform coding. Savings of 60-70 %Z in bandwidth can

be realized using this type of encoding. The method is self-multiplexing and

errors tend to be non-localized in the reconstructed picture but spread in
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blocks (8x8 in our case). These effects can be minimized with a proper quanti-
zation rule for the coefficients.

The second-order interpolator, while efficient in one-dimensional picture
reconstructions [6], is not as efficient as the 8x8 Walsh in the two-dimensional
reconstructions. It also has the drawback in that it is difficult to multiplex
several channels efficiently using this method. Therefore it is more suited to
single-scanner systems.

The DPCM system gives the best performance in picture reconstruction but
requires the most bandwidth. The 8x8 Walsh is slightly poorer in overall
performance because of the "block" effect, but this can be minimized by proper
choice of coefficient quantization rule. The second-order interpolator is
decidedly the poorest in comparison to the other two methods. The DPCM system
yields better wind measurement surfaces which can give more accurately defined
winds. The other two systems give about equal performance in this respect. The
8x8 Walsh is more tolerant to additive noise effects because these effects are
distributed over an area of 8x8 picture elements. The 8x8 Walsh has a definite
advantage in the efficiency of bandwidth used.

| Finally, it should be mentioned we have investigated several other types
and combinations of systems and have, in fact, run some picture reconstructions
and wind measurement surfaces using them. However, the above three systems
show the most promise within the design constraints and performance criteria

chosen.
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APPENDIX A
HISTOGRAM DATA OF SAMPLED APOLLO VT PHOTOGRAPHS

Based on comments from NOAA* on earlier work [1] with selected photo-
graphs from the Apollo VI mission, some newly-obtained third-generation NASA
transparencies** were digitized. These were digitized to 8-bit independent
samples in a 1024x1024 format by the DicoMed Corporation.*** The concern which
arose in our earlier digitized pictures was whether some of the levels were
"clipped" in the digitization process. Therefore, DicoMed was instructed to
make certain no saturation occurred.

To check the work, we ran histograms of the intensity levels for all ten
pPictures shown in an earlier report [l]. The histograms, which are approxima-
tions to the probability density functions of the brightness levels, were com-
puted using all samples in each picture (220 sample values).

Let x be the intensity level of a given photograph ; xi is the value of x
at point i digitized to a linear scale at intensity level L. The histogram ap-
proximation to the probability density function evaluated at the given level

i is:
p(L) = h(L) = —— (aA-1)

where xilL represents the X samples at the level L, and N is the total number

of samples (220 in our case).

? * Joseph Silverman, David Small, Charles Bristol.

** Courtesy of R. D. Bratton, Earth Resources Research Data Pacility,
NASA-JSC, Houston, Texas 77058.

*** DicoMed Corporation, 9700 Newton Avenue South, Minneapolis,
Minnesota 55431.
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The sample-average statistics of the picture data are computed from:
Mean: X =9 z X, (A-2)
N 1/2
= |1 =12
Std. Dev.: o, = [N izl (x;-X) J . (A-3)

These computed statistics are listed in Table A.1l.

Table A.l. Standard Deviations of Apollo VI Data

Apollo VI Picture First Second
Picture Data Differences Differences

877 34.7 10.60 7533
934 33.3 831 5.14
948 26.7 781 5423
1064 60.0 15:17 10.35
1429 63.9 17.14 11.30
1430 45.7 18.80 12.20
1467 41.0 9.24 7.14
1468 36.1 7.47 555
1469 31.2 5453 3.68
1484 41.4 14.90 9.:27

When the transparencies are digitized, the scale is adjusted automati-
cally for the range of transmissivities. This does not give a relative basis
for comparisons. Therefore the transmissivity of each transparency was meas-
ured using a spot densitometer. Among the ten pictures sampled, the maximum
and minimum levels were found to be in Apollo AS6-2-877 and AS6-2-1064 respec-
tively. These were taken as references and several levels were allowed for
tolerance. The values of all ten transparencies were then scaled linearly by
the computer to fit this range.

Following a suggestion made by David Small at NOAA, we plot this data
as histograms to a logarithmic scale. In this way we obtain a large dynamic

range in our plots. Plots of the log-histograms of the picture intensity levels




are shown in Fig. A.l for the ten Apollo transparencies chosen.

replicas of these pictures appear in Ref. 1, p. 2-3 ff.)

The average entropy is calculated by computing:
€ == ) h(L) logp[h(L)]

over the statistics for each picture.

N

1=1

These values are listed in Table A.2.

(Photographic

(A-4)

They give us some idea of the relative information content of the sampled pic-

ture data.

Table A.2. Computed Entropy (in bits) of Apollo VI Data
Apollo VI Picture PMT Noise Eirst Second
Picture # Data (scaled) Added (scaled) Differences Differences
877 6.58 6.68 5520 4.62
934 4.19 5.99 4.18 SEit,
948 3.45 5453 4.31 3563
1064 7229 7.40 5.69 5:09
1429 5.83 6.84 5.66 5.06
1430 6.89 7.19 6.14 551
1467 5.34 6.82 5. 08 4.41
' 1468 4.75 6.44 4.47 3.83
1469 3.94 5.94 3.53 2.94
1484 4.80 6.52 5.58 4.88

The statistics obtained in the above manner are based on photographic

data and therefore do not include effects of pPhotomultiplier tube (PMT) noise.

To simulate the effects of a typical PMT, a zero-mean conditional Gaussian

noise source was added using the experimentally-determined relation:

(¢}

mv

= 1.76vS .
mv

(A-5)

Here 0 is the standard deviation of the noise and S is the signal level, both

expressed in millivolts.




Assuming a linear dynamic range of 5,000 mv for the PMT to correspond

to the 8-bit range (0,255), the data samples for inclusion of PMT noise are:
: w, = X, + n, (A-6)
where n, is zero-mean Gaussian with standard deviation ci oF'
o, = 0.397/x, . (A-7)

Because the addition of this noise can cause the picture data to exceed the
8-bit capability, all picture datawere re-scaled. The scaling was determined
so the minimum and maxXimum light levels with the PMT noise added would
not exceed the 8-bit (0-255) range with a probability of more than 107° (i.e.,
within the accuracy of the plots).
Plots of the log-histograms of the picture intensity levels with PMT
. noise added are shown in Fig. A.2 for the ten Apollo transparencies chosen.
For investigation into possible encoding methods, the statistics of the
fi}st— and second-order differences in the picture data are also of interest.
?he(first—order difference between adjacent picture samples in a scan line is
defined as:

E (A-8)
X=X otherwise
15 3=l

Y. =

{x. i.E X, is first sample of scan
i

The second-order difference is defined as:

v. if x, is first, second sample of scan
iR i

t (a-9)

y —yi_1 otherwise

After the initial few samples in a scan line, Eq. A-9 can be rewritten using

Eg. A-8 so that:

2, = x, - 2x, + x, H (a-10)
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Figure A.3 shows plots of the log-histograms of the first-order differences
(cf£. Eq. A-8) and the second-order differences (cf. Eq. A-10) for the ten Apol-
lo VI photographs.

Conclusions from these histograms are that taking first-order differ-
ences does narrow the spread of level values considerably and reduces the aver-
age entropy. Second-order differences decrease the spread even more but the relative
reduction is not as dramatic. Data reduction of around 40% simply by taking
first-order differences would appear to be reasonable from these data. Signifi-
cant improvements beyond that point by using differences will depend on narrow-
ing the specified uses of the data to tailor the data to the user or by use of
adaptive techniques to tailor the encoding to the picture.

Another measure of some interest, particularly in variable-length codes,
is run lengths, i.e., how many consecutive samples in a given picture are

within specified numerical bounds. Run lengths were tabulated for Apollo

AS6-2-877 (220 sample values) and are summarized in Fig. A.4.




FIGURE A.1l.

LOG-HISTOGRAMS OF BRIGHTNESS LEVELS (SCALED)
OF APOLLO VI TRANSPARENCIES.
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FIGURE A.2. LOG-HISTOGRAMS OF BRIGHTNESS LEVELS (SCALED AND
SIMULATED PMT NOISE ADDED) OF APOLLO VI TRANSPARENCIES.




RELATIVE FREQUENCY

RELATIVE FREQUENCY

A-13

I WL UL B BUBLE ) L G (U T e i BRI L L Ui [ i e T
- 877 (PMT)
10 - -
107 .
107 -
[ -
'0'5 AT S TR A llllllll‘llllj'llll"llll'll..ljl‘llll sla
(o] 50 100 150 200 250
LIGHT LEVELS
I LB B NS ERLiN RIS P VA LA B L e I (AL R RIS O LI [ LA A |
-1 934 (PMT)
10 = -
107 4
107k “1
10~ -
lo's A AT AT N TS | PO T T [N DN S O [T IS I S VO | T W T VT (DT I T [ a1
(o] 50 100 150 200 250

LIGHT LEVELS




RELATIVE FREQUENCY

RELATIVE FREQUENCY

I vutlllllllrlll|llrllr‘lllrllllllltﬁlllllllllr[lilllv
¢ 948 (PMT)
10 -
107 .
107 -
T 4
lo.sjll‘lllllllllllll (Y IR PR SO TV ] [ 0 T ) (T T LU I R |
l¢] 50 100 150 200 250
LIGHT LEVELS
| -‘Iullllll]llll[ll!l]l!tl[llll[llll[llll|lll[[llll
! 1064 (PMT)
10 |- -
lo" RS BT I N R T e T (SOOI R L BN IORT T sl
o] 50 100 150 200 250

A-14

LIGHT LEVELS




A~15

I AR R [EURUBUER S U U (LR R AL U U R U L
41 1429 (PMT)
10 -
A
O
& -2
Yo7 o
o
w
x
W
w 107+ F
>
<
o
x 107 4
lo'5 RN U U EEUT U TN U S N0 W NS S U U A N AN SV N N TN A AT A AT GrATAT A i SEArE e
(o) 50 100 150 200 250
LIGHT LEVELS
| LBN B B B BN B N B N BN BN B I D B B (LB B 0 LN B N LML BN B SN B N B B AR NN B SN BN BN LN
- 1430 (PMT)
10 C
.~
(&)
& -2
o 10"k -
o
w
a
'
w 107 -
2
g
i
x 10 -
lo-slllllllll'lllllllllllllllllAIlIlllllll|l||11L|lALll

(o] 50 100 150 200 250
LIGHT LEVELS



A-16

| vlur]lllllllll]llllllllllllll[llll[lllllllll[llll[l
I
A 1ee7 (PMT)
10 - =
>
(&)
= -2
4 107 -
o
w
o
W
w IO-S"' .
=
=
<
m
@ 107 ~
lo's llllllll.leAllllllllLlllljl'llLlllll|llllllllllll
(o] 50 100 150 200 250
LIGHT LEVELS
| vtilllllllllllllrll]llll]llli|lIlI|lll||llll]|'ll
L 14e8 (PMT)
10 -
S
(8]
Z_ -p
207" -
O
w
'
w
w |°'3>- -l
-
oy
<<
m
x 107 -
lo's l;l--n-lx.n-lx.--ln:.nl:..n|n-nn||u..l..-.l;1. |
o] 50 100 150 200 250

f LIGHT LEVELS




RELATIVE FREQUENCY

RELATIVE FREQUENCY

A-17

' l‘l’Illllllllllllll'l'lllllrllllll"lllllllllll"l'll

1469 (PMT)

10"k -
10" -
0™ R

lo" LlllllllLllllllllllllllllllll'lljlllllnl;tltlll‘lll

o 50 100 150 200 250
LIGHT LEVELS

| tfrllllllllllrllllllIllllllll'Ililllllllllllllill|
L 1484 (pMT)
10 - -
107 E
107k .
0™+ .
'o's T llllLlllllllllllLllAlllllllllLlllAlll 2 aaly
0 50 100 150 200 250

LIGHT LEVELS




A-18

FIGURE A.3. LOG-HISTOGRAMS OF DIFFERENCES OF BRIGHTNESS LEVELS
OF APOLLO VI TRANSPARENCIES.

Notes: 1. Solid line denotes histograms of first differences.

2. Dashed line denotes histograms of second differences.
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RUN LENGTH

FIGURE A.4. RUN LENGTH STATISTICS FOR APOLLO AS6-2-877
(data digitized to 8 bits, 1024x1024 samples;

~

total number of samples is 220 = 106) .




APPENDIX B
THE SMS SIMULATION PROGRAM

To simulate the present SMS optical weighting function, we have taken
the optics impulse response as reported in Ref. 21 and scaled it to the sam-
pling scale of our Apollo VI photographs. This particular response is for a
42 y-radian diameter raised-cosine blur circle plus a 23 p-radian IGFOV. The
resulting relative weighting pattern is shown in Figure B.1l.

The weighting pattern shown in Fig. B.l is passed over a sampled Apollo
VI photograph. Each point in the picture data array is weighted by this pat-
tern and normalized by the sum of the weights (1541 for this pattern). Basi-
cally this is a two-dimensional convolution. Because the procedure is lengthy,
we have performed this operation only on selected quarter-picture segments
(512x512) . To avoid edge effects, we use circular convolution so the last
lines are used in the weighting pattern for the first lines, etc. This sub-
routine is called "SMSOPT".

| The resulting spatial resolution is reduced, on an rms basis, from one
sample to 4.65 samples using this program. The data can be independently sam-
pled again by taking every fifth point. This closely corresponds to the pres-
ent SMS optics and data sampling rate.

A block diagram of the organization of our satellite visual channel simu-
lation on the Univac 1110 computer is shown in Fig. B .2. Processing of the
data from all ten of the Apollo VI photographs would be quite expensive, par-

ticularly for the SMSOPT program. Therefore we have used the lower right-hand

quarter of Apollo AS6-2-877 for our studies.
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FIGURE B.1. SMSOPT OPTICAL WEIGHTING PATTERN
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APPENDIX C
ENCODING OF SMS DATA USING TRANSFORM CODING

The advantages of encoding coefficients of the discrete two-dimensional
Walsh series expansion of the original SMS data rather than a transmission of
the SMS data itself are discussed in Chapter 3. To achieve a significant bit
reduction (or bandwidth compression), the fewest possible Walsh coefficients
that will give rise to pictures of acceptable quality need to be encoded after
quantizing them as finely as possible to 6-bits or less. This appendix sug-
gests a method for the selection of the essential Walsh coefficients contain-
ing significant information and also the quantization procedures for them based
on their first and second order statistics over four different Apollo pictures
of varying content. It also reviews the earlier methods of encoding and out-
lines the modifications that are being done and the ones that will be done in
the near future, giving considerations to their implementation and optimality
{or suboptimality) .

’ A reasonable basis for selecting a Walsh coefficient is it should

ﬁave a fairly large magnitude (i.e., a large contribution to a particular se-
quency and also to the picture energy) and also a large "spread" (a large stan-
dard deviation or "sigma" over all the subpictures, implying a large amount of
information) over the different 8x8 subpictures of varying details normally
encountered while the satellite scans the earth. The same coefficient may con-
vey a different amount of information from one picture to the other, thus de-
pending on the particular picture. Thus the selection of coefficients (ilsesp
Walsh domain filtering) and their subsequent quantization, both adapted to in-

dividual subpictures and coefficients, will involve a large amount of "book-

keeping" information (i.e., which coefficients correspond to which type of
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subpicture, etc.). This is difficult to implement even though such methods

may give rise to bit rates close to the rate distortion bound for a given
criterion. Hence only nonadaptive Walsh filtering and quantization methods
using only one quantizer, preferably symmetrical about zero, are used to encode
the pictures.

The above methods require the first and second order statistics (mean and
variance respectively) of the coefficients of the particular picture to be
encoded. A sample mean and a sample variance for each coefficient is computed
over an ensemble of 4 pictures (4x128x128 - 65,536 subpictures of 8x8 size) of

varying details. In the future, variance values of coefficients obtained by
2 2

u +v *
), where S and p are to

fitting a curve of the form: oz(u,v) =S exp (-
be determined or some other suitable curve to the actual variances calculated
from picture data, will be used so no a priori knowledge of the variances is
required.

For the pictures reconstructed for our earlier interim report, the co-
efficients to be encoded were selected on the basis of their values over about
1000 8x8 subpictures of picture # 877. It is inferred all the coefficients ex-
cepk the zero sequency, or "D.C.", one are nearly equal to their corresponding
transpose in the 8x8 Walsh coefficient matrix, and are approximately symmetrical
about zero. The Walsh coefficients take a wide range of values (for example,
for the picture 877, the coefficient (1,1)**, or "D.C.", has a range [70,255],
coefficients (1,2) and (2,1) have a range [-40,40], and higher sequency coeffi-
cients have smaller ranges). Therefore the "D.C." term was divided by 50, the
rest by 5, and a uniform quantizer with 64 levels (6-bit words) and symmetrical

about zero was used.

% Symmetry in the picture statistics is assumed, so p is the same for
both coordinates.

** The numbers within the parentheses refer to the position in the 8x8
Walsh coefficient matrix, i.e., row and column numbers respectively.
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A better and more efficient encoding method is to subtract the mean
from each "pel" (picture element), divide each coefficient by its respective
ensemble standard deviation computed over all the subpictures of a picture,
and then use a symmetrical uniform or nonuniform quantizer. But such a method
requires a priori knowledge of the "sigma" values of the coefficients. The
first procedure described above and used in our interim report [2] quantizes coarse-
ly the relatively high sequency components of the ones chosen for encoding.
Thus in subpictures containing cloud edges, the edges cannot be expected to be
"sharp". A slight improvement over the above method was done by subtracting
from each 8-bit "pel" the number 175 and then dividing the "D.C." term by 20
and the rest of the selected coefficients by 4 so all the coefficients in-
cluding the "D.C." term span the interval (-4,4) . sSixty uniformly-spaced levels
were allotted for the range (-4,4) symmetrically about zero plus two levels
(one each at -5 and -6 ) below -4 and similarly two levels (one each at 5 and 6)
above 4. Apollo pictures #877 (LRQ) , 934 (URQ), 1430 (CRQ) and 1468 (LRQ) were
reconstructed using the above procedure. Some specific original and recon-
struéted (dashed curve) lines are shown in Figs. C.la and b for pictures 877
aﬂd 934. The quantization error in the above scheme is slightly less than that
in the previous one.

To determine what can be best done for bit reduction once the first and
the second order statistics of the coefficients of different pictures are
known, the mean and sigma values of each of the 64 coefficients were computed
over all the sub-pictures for each of the four above-mentioned pictures. The co-
efficients were ordered in descending order of their respective "sigmas" and
the first few significant ones are shown in Table C.l. From this table, the

ones having the largest "sigmas" for the four pictures are chosen for encoding.

It is observed the "sigmas" of the coefficients exhibit a symmetry about




Table C.1.

The Standard Deviation of the Walsh Coefficients
for the Four Apollo Pictures AS6-2-877, -934, -1430, -1469.

Picture # 877 Picture # 934 Picture # 1430 Picture # 1469
Coef- Coef- Coef- Coef-
ficient Sigma ficient Sigma ficient Sigma ficient Sigma
G 1) 35.50 () 32.338 (1,1) 36.60 (1,1) 30.33
(1,2) 6.33 (1,2) 2.20 (2,;1) 12.73 (1,2) 321
(2,1) 6.12 (2,1) 1.85 (1,2) 10.14 (2,1) 3.06
(1,3) 3.80 (1,4) 1.42 (2,2) 7532 {(2,2) 1.79
(2;2) 31 (1,3) ass27 (3;1) 7.27 (1,3) 1.62
(135701 3.38 (2,2) 1.06 (1,3) 6.28 (1,4) el
(1,4) 3.04 (4,1) 1.05 (4,1) 5.83 (3,1) L:59
(4,1) 2 T (1,5) 1:00 (3,2) 517 (4,1) 1.54
(2,3) 2.:59 (1,8) 0.98 (1,4) 5507 (3,2) 1,37
(63572)) 22151, (1,7) 0.95 (2,3} 5401 (239 1.22
(2,4) 1595 (2,3) 0.95 (2,4) 3.82 (4,2) 0.98
(4,2) 1.93 (1,6) 0.94 (35, 3) 3. 76 (2,4) 095
' {1,7) 1.89 (3,1) 0.91 (4,2) 3.66 (3,3) 0.89
(376) 1.83 (2,4) 0.81 (771) 3.28 (1,5) 0.84
& (1,6) 1.81 (3,2) 0.79 (6,1) 3.09 (1,6) 0.83
(2,5) 1.69 (4,2) 077 (1,6) 3.07 (L, 7) 0.83
; (1,8) 1.56 (3,3) (0~ b (1:.5) 3,03 (1,8) 0.83
(7,1) 1.56 (7,1) 0.75 (1,7) 2.99 (5,1) 0.76
{6,1) 1.46 (2,5) 0.73 (3,4) 2.87 (3,4) 0.76
(3,4) 1.44 (5:1) 0.68 (5,1) 2.87 (6,1) 0.76
(4,3) 1.42 (3,4) 0.68 (4,3) 2:979 (Zid) 0.76
(551} 1.34 (6,1) 0.66 (8,1) 2.65 (8,1) 075
(8,1) 1532 (5;2) 0.65 (6,2) 2.49 (4,3) 0:72
(2,6) 1.27 (4,3) 0.65 (2:5) 2.48 (2,5) 0.70
(2,5) 1x25 (4,4) 0.65 (2,6) 2.47 (2,6) 0.67

(2;7) 123 (8,1) 0.64 (5,.2) 2.42 (6,2) 0.66
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the diagonal of the 8x8 "sigma" matrix and have circular symmetry [i.e., "sig-
mas" of coefficients (1,5) and (3,4) are nearly equal -- note V17457 =
/EZIZZ ] and all except the "D.C." term have zero mean. Two sets of coeffi-
cients to be encoded in the future work are shown in Figs. C-2a and

b. In order to quantize these coefficients efficiently, the histograms of

the coefficients in Fig. C-2a were calculated over the picture # 877 and a few
representative ones are shown in Figs. C-3a, b, ¢ and d. It is observed from
Fig. C-3 that the histogram of the "D.C." term resembles a Rayleigh density
and is not symmetrical about its non-zero mean, while that for each of the
other coefficients is symmetrical about zero (mean) and resembles a two-sided
exponential. It is also observed the histogram of coefficient (1,2) and

of coefficient (2,1) look almost the same. It is to be noted the

small spikes in the histograms about t2.50 are due to the rough approximation
of the histogram over the range ( 2.5 , 7.5 ) by relative frequency counts at
only 18 discrete levels,and also due to the subpictures near picture edges
where the "D.C." temrm is usually small and the rest of the coefficients assume
largelvalues. From these histograms, the probability density function of the
inéut to the single quantizer is obtained after dividing each coefficient by
its respective sigma, and is shown in Fig. C-4. It is observed in Fig. C-4
that the histogram is not symmetrical about zero and also the statistical
mean (expected value) is not zero. This is due to the asymmetry of the histo-
gram of the "D.C." term about its mean.

Based on the histogram in Fig. C-4, a suboptimum symmetrical quantizer
that gives rise to: (a) the maximum output entropy; or, (b) minimum mean-
Square error, is being designed using 64 (6-bit words) and 32 (5-bit words)
;evels. These equal-length codes can also be used to address a "read only
memory" (ROM) which can output a corresponding variable-length Huffman code

generated from the histogram in Fig. c-4. Picture # 877 (LRQ) will be




reconstructed using the above quantization scheme. The above scheme is adapted
to pictureﬁ877 and the histogram of the input to the quantizer based on the
subpicture data over all four pictures will be computed. Also the "sigma" of
each coefficient computed based on the subpicture data over all four pictures
will be used to divide each coefficient before its entry to the quantizer.
Alternatively, the "sigma" data taken from a least-square fit of a suitable
curve to the actual data obtained over all four pictures can be used so

the "sigma" matrix of the coefficients need not be known a priori. The result-
ing suboptimum quanti;er will be used to reconstruct pictures 877, 934, 1430
and 1469.

It is also worth while to find out whether the assumption of symmetry of
the Walsh coefficients about the main diagonal is valid or not by reconstructing
pictures based on the above assumption because the histograms and the "sigma"
values exhibit such a symmetry. Of course, this "large-scale" symmetry need
not be valid for an individual 8x8 coefficient matrix. Also, one~-dimensional
transform coding will be tried to find out how much bit reduction it can achieve.
It'is also equally important to recognize the difficulties associated with the
;eal—time implementation of the transform coding technique, keeping in mind
what the present day technology can offer and also the conditions prevailing in

a satellite.




FIGURE C.1.
Notes: 1.
2ie
3.

GRAPES OF A RECONSTRUCTED LINE FROM APOLLO AS6-2-877
and AS6-2-934 USING AN 8x8 WALSH TRANSFORM.

Solid line is the original scan line (8-bit data,
unsmoothed) .

Dashed line is the reconstructed line after quantizing
25 of the 64 Walsh coefficients to 6-bit accuracy using
a linear quantizer and then taking the inverse Walsh
transform.

Scan lines taken are noted.
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Figure C.2. Diagrams of the Walsh Coefficient Array:

(a) Array to be used for Apollo AS6-2-877, -934, -1430, -1469;
coefficients chosen after computing the Walsh coefficients
and retaining most significant ones [2];

(b) A symmetrical array under consideration for future work.
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FIGURE C.3. HISTOGRAMS OF SOME SELECTED 8x8 WALSH COEFFICIENTS
FOR APOLLO AS6-2-877.
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(c)

MAX = 4452, AVG =-.080, SIGMA=6.12|

MIN =472,

HISTO OF COEF (2,1),
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FIGURE C.4. PROBABILITY DENSITY FUNCTION AT INPUT
OF COEFFICIENT QUANTIZER FOR APOLLO AS6-2-877
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APPENDIX D
CORRELATION SURFACES FOR THE SMS SYSTEM

We include here some wind measurement surfaces obtained using
X a correlation metric. Use of this metric generally gives lower secondary
peaks and surfaces at the expense of increased computational capacity. There-
fore these plots were run on the Univac 1108 rather than the McIDAS system.
Fig. D.1 shows wind measurement surface plots when selected areas in
the lower right quarter of Apollo AS6-2-877 were correlated against themselves
(autocorrelation). Fig. D.2 shows wind measurement surface plots when the
same selected areas were cross-correlated with the output of the SMS simula-
tion program described in Appendix B (but without PMT noise). Note the
loss in resolution of the SMS system causes some small cloud indicators to be
lost in the measurement. (The small constant shift in the plots in Fig. D.2
results from delays introduced in the SMS filtering and are of no consequence

here.) The point scaling is 0.08 n.mi./sample.
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FIGURE D.1.

SELECTED AUTOCORRELATION MEASUREMENT SURFACES
FOR APOLLO AS6-2-877.
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Apollo AS6-2-877
Correlation metric
Original data (8-bit)

Vg




rJ
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FIGURE D.2. CROSS—-CORRELATION MEASUREMENT SURFACES FOR
APOLLO AS6-2-877 AFTER SMS SIMULATION

Notes: 1). Plot numbers correspond to those in
Figure D.1.

2). Scale fixed to that used in Figure D.1.






