SSEC N0.78.04.11

FINAL REPORT

INNOVATIVE VIDEO APPLICATIONS IN METEOROLOG

(IVAM)

from the space science and engineering center

| the university of wisconsin-madison
madison, wisconsin




Scanner’s note:

This page is blank.




INNOVATIVE VIDEO APPLICATIONS IN METEOROLOGY
August 1974 - March 1978

Final Report, NOAA Contract 5-35156

The Research reported in this document
has been supported by the National

Oceanographic and Atmospheric Administration

April 1978

Published for the

Space Science and Engineering Center
University of Wisconsin
1225 West Dayton Street
Madison, WI 53706



PREFACE

IVAM, The Innovative Video Applications in Meteorology program, is
completed. Submission of this Final Report, and delivery of the software
package and video cassettes completes all program requirements. The program
has been highly successful to the extent that success is achieved by
fulfilling all contractual requirements and a little besides. For this
success we are deeply grateful to Robert Wollersheim, William Krueger,

Robert Linn, Steven Roush, Jerry Sitzman, Terry Kelly, and many others who
contributed ideas and energy to the program.

The program has also been a disappointment, especially to us who worked
on it, because we did not have the opportunity to put the IVAM system into
operation. Now we know how the team feels when they are a yard from the goal
and the gun goes off. We will debate what might have been for a long time
in the locker room.

This Final Report is intended to stand alone, and to give the reader a
good picture of IVAM and its accomplishments. Much more highly detailed
information was presented in the Annual Reports and the delivered software
package. Still greater detail is retained in the IVAM program files at SSEC.
We would be happy to provide access to these data upon request.

Verner E. Suomi
Principal Investigator

Thomas 0. Haig
Program Manager
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1.0 PROGRAM OVERVIEW

1.1 BACKGROUND

1.1.1 The Roots of IVAM

In 1971 the National Academy of Sciences report, ''The Atmospheric

Sciences and Man's Needs -- Priorities for the Future," included the following

discussions:

"Despite the fact that little predictive capability can be
claimed for time scales less than 12 h ..., a significant
fraction of atmospheric variability occurs on these smaller
time and space scales. Tornadoes, thunderstorms, and other
destructive storms are included here, but predictions are
rarely sufficiently specific in terms of intensity, location,
and time of occurrence. Terminal forecasts are made for
aircraft, and probability forecasts are issued for severe
storms expected to occur in large regions ... There are
theoretical bases for understanding at least some of the
important phenomena. Why then has short-range prediction
not advanced as rapidly as has prediction on the synoptic
and planetary scales? Two factors explain the situation.

The first concerns the basic physics of mesoscale and
microscale phenomena. There are severe mathematical and
theoretical difficulties in developing general prediction
models for these smaller scales. The time scales are, of
course, so short that the quasi-geostrophic relation
between wind velocity and pressure is not valid. Further-
more, many of the weather systems are fully three-dimensional
so that the hydrostatic approximation which is essential to
general circulation theory cannot be applied to the smaller
scales. Gravity waves are ubiquitous, and their effects
must be accurately represented. Change of phase in clouds
must be included. Also, the boundary layer plays a crucial
role in many weather phenomena, so that the effects of
turbulence must be incorporated in successful models.

The second difficulty concerns the observations required
to describe mesoscale and microscale phenomena. In many
cases, differences are small, and the required accuracy of
the observations is correspondingly high. Also, the data
required to describe the small-scale features are numerous,
and the time available for processing, interpretation, and
dissemination of results is short.
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In the face of all these difficulties, can one realistically

hope to improve short-range prediction? Indeed there are

several avenues that should lead to major improvements. For

periods extending from a few minutes to perhaps 2 h some meso-

scale features can be successfully predicted by simple extrapo-

lation of present conditions and rates of change. In order for

extrapolation to be useful, the characteristic time scale for

significant changes of the phenomenon must be larger than the

time period of extrapolation. Thus, an individual wind gust

whose time scale is a few minutes could not be reliably predicted

for longer periods by simple extrapolation.

The crucial need is to apply modern technology to describe the

local weather as it occurs, and to communicate the desired informa-

tion immediately to users. At the present time, critical minutes

or even hours often elapse between the time of observation and

dissemination to the user ... "

IVAM was the development program designed to meet ''the crucial need... to
apply modern technology to describe the local weather as it occurs, and to communicate
the desired information immediately to users."

Ten years ago, the Space Science and Engineering Center undertook a

series of related studies directed initially toward measuring the impact of mete-
orological satellite programs on the social, economic, and political activities of
the U.S. However, it was soon apparent that the impact had not yet been felt
outside the meteorological services because the new data were being used almost
entirely to support the existing synoptic scale weather advisory service.
Possibly the public benefitted from satellite data, but if so, there was no public
awareness of the fact. It was also apparent to the study investigators that the
public was greatly interested in the new data, and that individuals with no
meteorological training quickly learned to interpret the images and to derive new
knowledge about the weather [1, 2].

The studies shifted emphasis at this point to explore two questionms,

"What meteorological information do people really need?" and "What is the best

way to present this information to them?" The results of this series of studies



clearly indicated that the greatest needs and desires were for more information
about local weather, NOW and in the near future [3, 4]. People used the synoptic
services. with the 24 hour forecast emphasis as a planning tool, but they

decided how to react to weather based on current weather and short-term expec-
tations —— with that kind of weather information being very hard to find.

The third phase of the study, conducted in 1973-1974, attempted to
assess quantitatively user needs for current and short-term prediction informa-
tion, and to pursue concepts for generating such a service at reasonable costs
[5,6]. The concept which developed is called NOWCASTING, a name not original
with the University, but one which served to differentiate a new service
emphasizing current descriptions and short term predictions of local weather.
The NOWCASTING concept was new because it concentrated on using the full informa-
tion content of radar and satellite observations to describe mesoscale pheno-
mena. NOWCASTING was new because it projected use of the latest data processing
and information dissemination technology to deliver a detailed weather service
to the public while it is still current. NOWCASTING is still "new'" because it
has not been provided to the public by the National Weather Service.

IVAM was the development program intended to implement NOWCASTING.

In 1976 a papérA was written following a conference of the NWS
Southern Region Weather Service Forecast Offices (WSFO's). The paper includ-
ed an exceptionally clear presentation of what NOWCASTING is and why it is im-
portant to the National Weather Service. It said:

"What is it? -- Nowcasting is a combination of real time weather

reporting with short term forecasting —-- from time now out to about

six hours in advance -- with emphasis on weather that is likely to

affect the public both in terms of unusual and critical conditions
and in terms of immediate occurrence.
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"Should it be done? -- WSFO analyses submitted late this spring
provided an interesting case of Management by Objective. The
concensus of these reports clearly identified 'the communication
of useful weather information on a current and immediate basis'
as a primary objective of our organization. This is nowcasting.
Yes, we should go ahead with this concept.

"How can it be done? -- Although most WSFOs are now using some now-
casting features and the consensus of WSFOs was to move on, there
was a diversity of problems outlined and a limited experiment is
proposed rather than proceeding at all offices at this time.
Effectiveness of a nowcasting program hangs on all the links of a
chain of facilities -- a means of gathering pertinent information
quickly, techniques for translating this into a release, and a
means for disseminating the release to the public quickly..."

The paper continued to outline an experimental implementation of
NOWCASTING via the National Weather Radio facilities — an excellent plan in
our judgement. We would like to repeat one sentence from the paper:
"Effectiveness of a Nowcasting program hangs on all the links of a chain of
facilities -- a means of gathering pertinent information quickly, techniques
for translating this into a release, and a means for disseminating the release
to the public quickly."

And that is what IVAM was all ahout.

1.1.2 Early Proposals to NASA

In the fall of 1972 SSEC proposed to NASA a multi-year study program
to investigate, develop, and test techniques for producing accurate and useful
short-range forecasts, usiﬁg satellites as a primary data source. This proposal
was a direct consequence of the experience which SSEC had gained in performing

the multi-disciplinary studies for NASA and the development of techniques to

utilize the Synchronous Orbit satellite images from the ATS satellites which, by
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this time, had produced the first version of the Man-computer Interactive Data
Access System (McIDAS). The multidisciplinary studies had clearly established
the value and need for a mesoscale meteorological service in the United States,
and the development of techniques to obtain useful information from the ATS
data indicated that the data sources and the technology to exploit them existed
upon which a mesoscale service could be based. The SSEC proposal described the
elements needed for such service, and pointed out that major development efforts
were required to produce mesoscale prediction models, and to produce the high
speed, high efficiency information dissemination capability required to move
mesoscale information from the Federal operating agencies to the public.

The proposal projected a five-year program, consisting of the following

major elements:

1. Developing and testing methods of extracting quantitative informa-
tion for numerical models from SMS/GOES, Nimbus, and other satellite
type data.

2l Establishing jointly with NASA/GISS a nested set of numerical models

(synoptic scale, mesoscale, and cloud scale).

3. Developing SMS/GOES satellite system sensor design improvements and
improvements to data handling, data quality control, and data analysis.

4. Developing sensor design criteria, data flow patterns and system function

plans for a large optics geosynchronous meteorological satellite (SEOS
type) system.

S, Developing and demonstrating (to the extent available capabilities permit)

short range prediction and information dissemination processes.

The proposed program was discussed at some length with officials at the
Goddard Institute of Space Studies, the Goddard Space Flight Center, and Head-
quarters NASA. The predominant opinion was that while Wisconsin was judged
competent to conduct the proposed program and the need for such a program was
generally accepted, the major thrust of the program was to develop an operational
capabil%ty appropriate to NOAA, and therefore inappropriate for NASA to support.

It is also true that during late 1972, the Meteorology Program Office at GSFC



was preoccupied with planning for STORMSAT and a Severe Storms research pro-
gram to be conducted with in-house resources at GSFC.

1.1.3 Proposals to NOAA

Informal discussions with individuals in the National Weather Ser-
vice and the National Environmental Satellite Service of NOAA during late
summer and early fall of 1973 indicated considerable interest existed in dev-
eloping a NOAA program for NOWCASTING. SSEC was encouraged to document a pos-
sible program which might bring togéther the appropriate elements in NESS, NWS,
and the University of Wisconsin. In November of 1973 SSEC sent copies of a
concept paper for a joint NOAA-University of Wisconsin program which would in-
volve major portions of SSEC and the Department of Meteorology, as well as por-
tions of NESS and NWS in a multi-year mesoscale research and development program,
leading to a prototype operational test of the full-blown mesoscale service
to the public. As a result of the concept paper, the University of Wisconsin
was encouraged to submit a formal proposal which was sent in draft to NESS and
WS officials in December 1973. This proposal was prepared jointly by Space
Science and Engineering Center, the Department of eteorology, the Mass Communi-
cations Research Center, and the Extension Telecommunications Center of the
University of Wisconsin, Madison. Included were all of the elements necessary
to develop, test, and evaluate a pilot NOWCASTING service. Six sub-programs
were defined, as follows:

1. Definition oé user requirements for mesoscale weather information

2. The development and testing of local short-range forecasting
techniques

3. The development of a computer-based, semi-automated information
processing system to support a NOWCASTING service

4, A thorough investigation of video media weather information dis-
semiration techniques



5. The development and optimization of audio media weather informa-
tion dissemination techniques

6. Conduct of the prototype NOWCASTING service, and evaluation of
public reaction to this service

Reaction by NOAA officials was generally favorable to the proposed
program,and an active discussion was continued with modifications to the
draft proposal being submitted to NOAA on 30 March 1974, and on 9 April 1974.
One important change was made in the program during this time with the dele-
tion of the conduct of a prototype NOWCASTING service, which limited the pro-
gram to development of techniques to be conducted over a three-year period.

In April 1974 in a meeting of NESS, NWS, Headquarters NOAA, and the
University of Wisconsin representatives, the scope of the program was further
reduced to delete the development of objective mesoscale prediction techniques
and development of audio media dissemination capabilities. These deletions
were made because National Weather Service representatives indicated the very
strong desire to conduct these portions of the program within their own labora-
tories. What remained was the development of techniques and capabilities for
the dissemination of mesoscale weather information via the video media.

Thus, of the original proposal, the only part remaining was that
which was to be performed by SSEC. Consequently, SSEC drafted a new proposal
for the development of a system to produce video weather presentations automati-
cally from satellite and conventional weather data. This proposal included the
early feasibility and syé&ems engineering studies, as well as the development,
fabrication, and activation of a prototype system, and a period of test operation
of the system to confirm design validity. The proposed effort was to be funded
equally by NWS and NESS, with NOAA management being exercised by representatives
from NWS, NESS, and Headquarters NOAA. The proposed effort was further reduced,

at the insistence of NWS representatives, to delete fabrication, test, operation,
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and evaluation of a complete prototype capability. The result was a feasi-

bility study Which included the provision for preliminary design of hardware,

partial development of software, and laboratory testing only of important

components of a full capability. The program was given the title, "Innovative

Video Applications in Meteorology' (IVAM), and the program was started in

August 1974,

1.2

statement

THE IVAM CONTRACT

1.2.1 Statement of the Problem

The purpose of the IVAM program was stated in the contract work

prepared by NOAA, as follows:

The Problem

The National Oceanic and Atmospheric Administration would
achieve a significant gain in keeping the nublic advised of chang-
ing weather conditions if effective, automated methods of deliver-
ing video segments of weather information to TV outlets could be
devised. Although this is known to be a technologically possible
accomplishment, the methods needed to make it economically feasible
have not been developed.

Solution

The National Weather Service and National Environmental Satel-
lite Service jointly undertake the funding of a study to develop
a state-of-the-art capability to efficiently deliver quality video
presentations of weather information to the public at acceptable cost.

Study Objective

This study will be directed toward the development of formats
and techniques designed to maximize the effectiveness of the TV
presentation of weather information to the public. Program content
and organization will be addressed, as well as the conceptual design
of the communications methods and systems that would allow the presen-
tations to be economically delivered from NOAA sources to various re-
distribution terminals. The objectives of the study are to develon
techniques and formats that are characterized by:

- High information content in an interesting and understandable
presentation

- A maximum employment of automated presentation formatting, in



order to keep staffing levels reasonable

~ The maximum utilization of existing or planned NOAA facili-
ties, methodologies, and communications systems

- Modest NOAA implementation costs and modest-to-low cost for
media, public, or private acquisition

- Quality and utility coefficients that generate media and
public enthusiasm and demand

1.2.2 Contract Work Statement

The contract spelled out the approach and tasks as quoted below.
As the program progressed, a new set of objectives were discussed with NESS
and NWS representatives to produce and demonstrate a completed prototype
IVAM system. For a period of nearly a year the program was redirected infor-
mally to press toward the new objectives; however, proposals to amend the con-
tract made in 1975 and 1976 were not accepted by NOAA. Therefore the performance
by SSEC on the IVAM program must be judged against the requirements as stated
here:
Approach
NWS and NESS will share the funding of this study.
NOAA Principals will be designated to monitor study activities.
They will reserve to their mutual decision the major authority for
study direction.
Each of NWS and NESS will appoint a Contract Officer's Techni-
cal Representative (COTR) to act as coordinators on behalf of the

NOAA Principals.

The contractor will designate a study manager to act as coordina-
tor for the contractor's Principal Investigator.

It is anticipated that the study will take three years to complete.
Contracting will be on a year-to-year basis, renewable at option for
the second and third year.

Tasks

The video media offers a direct, versatile means for presenting
weather information to the public. Both broadcast and cable TV now




1-10

provide some form of public weather service. If high-quality video
segments of weather information could be made available to TV

outlets by NOAA, redistribution to the public would be assured. If
the cost of acquiring these segments was low, and if the service

was sufficiently advantageous and convenient to obtain, industrial,
recreational, and other single-~interest users could be expected to
appear. The tasks outlined here are intended to result in the defi-
nition of the techniques and system designs that will allow these
video weather segments to be made available to the public. These
tasks are presented in the context of the Objectives mentioned above
and also in the sense of the NOWCASTING concept: that is, to provide
the public with a complete video weather service that emphasizes the
current description and short term prediction of local weather condi-
tions.

Task A. Determine presentation contents: Determine the range
of video weather segment presentations that are possi-
ble in terms of content, format, length, and technical
feasibility. Select candidate presentations for devel-
opment and evaluation.

Task B. Develop presentation formats: Assemble and format seg-
ment contents to fit the requirements of various pre-
sentation situations. Some variables to be considered
are: the programming difference among cable, commercial
broadcast, and public service TV; the possible require-
ments of single-interest users; the regional and/or
seasonal needs of public users requiring emphasis on
certain weather parameters; the threat-level and sever-
ity of existing or forecast weather conditionms.

Task C. Evaluation of presentations: Devise and conduct tests
to determine which of the various presentation techni-
ques and features are most acceptable to user-viewers
and determine if user needs are being met by presenta-
tion content.

Task D. Evolve improved presentations: Using development and
evaluation feed-backs, evolve and test more effective
and interesting presentations.

Task E. Automation of presentations: Maximum automation of the
assembly and formatting of presentation segments will
be attempted and evaluated. The major constraints to
be considered under this task are the capabilities and
loadings of available NOAA on-line computers and the
work-load and professional prerogatives of the respon-
sible NWS duty forecaster.

Task F. Conceptual design of distribution system: The concep-
tual design of a national distribution system for these
video weather segments will be addressed. The system




Task G.

Task H.

Task I.

will be tailored to the origin and flow of data along
NOAA paths, to junctures with redistribution points

or single-interest users. Cost options, reliability
considerations, and implementation feasibility will be
considered. Although the final design and hardware
specification will depend on technological developments
in industry, optimal system design with existing tech-
nology will be an influence factor with respect to the
other tasks under this contract.

Reports: A progress report will be prepared by the con-
tractor each month of the contract. It will be delivered
to NOAA in 25 copies. The progress report will be in
letter form and will include information on technical
events, major personnel changes, problems, and the like.
It will also include a report of expenditures during the
month (manhour costs, materials, overhead, etc.), expen-—
ditures to date, and expenditures expected during the
coming month. A briefing will be given NOAA at the com-
pletion of each major milestone or each six months.

One of the briefings shall be the Annual Briefing, des-
cribed below.

Annual Renort: An annual report and an annual briefing
will be presented by the contractor between February 20
and March 10 each yvear of the c mtract. The briefing will
take place in the Washington, D.C. area. The report, in
25 copies, will be a comprehensive review of the year's
activities and a »rojection of the work to be undertaken
in 'the following vear, if appropriate. A video tape

(2 copies) showing representative weather programming
segments will accompany the annual report. At or prior

to the annual meeting, and at NOAA/NWS option, the con-
tractor will furnish both completed software used to gen-
erate weather segments presented at the briefing and soft-
ware writeups for the previous year's oortion of the con-
tract.

The annual briefing will be presented by contractor per-
sonnel. NOAA Principals and other interested NOAA per-
sonnel will attend. The briefing will review past and
orojected activities and will serve as one of the decision
elements in MNOAA's determination of contract renewal for
the following vear.

Each of the annual reports and annual briefings will in-
clude a description of the "current best distribution

system design''as addressed in Task F.

Documentation: The contractor will provide NOAA with com-

prehensive documentation relating to all significant as-—
nects of the studies and completed computer software under-
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taken. The intent of the documentation is to allow
NOAA to translate study successes into operational
programs without prolonged consultation with con-
tractor personnel. Weather display choices, format
selections, operating techniques, hardware designs,
system specifications, and suggested implementation
methods will be documented.

Task J. Software: Computer program software that is to be
delivered to NOAA will be accompanied by at least the
. following:

- Software be directly compatible with NOAA/NWS
Automation of Field Operations and Services
(AF0S) software.

- Narrative description of the program, showing
purposes of the routines, computational and/or
logical methods used, formats of data input,for-
mats of data output, and possible error conditionms.

- Functional Flowchart, showing major processing
blocks and logical decisions.

- Source listing of the program as written, with
comments delineating the processing and logical
sections. In the source listing, element and

array names should be identified as to data con-
tent or logical function.

- Test data or testing methods.
1.3 CONDUCT OF THE STUDY

1.3.1 General Review

The IVAM program was organized in five major tasks,based or an antici-
pated three year development period. The corfespondence of the five major tasks
to the ten tasks specified in the contract work statement is indicated by the
lettered task designation in parentheses which refer to the work statement.

The overall program plan and progress by major task was as follows:

Task 1 - Software Development (Tasks E,J)

This was the major development effort in the IVAM program. If the

objectives as described by NOAA above were to be achieved, the software system
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had to be as efficient and as flexible as the state-of-the-art allowed. Early
in the program SSEC conducted a series of very thorough, and very critical re-
views of several possible routes which could have been pursued., The decision
was to start at the very beginning, and to defer any actual software development
until a sound software system concept had been developed which we were confident
could support a development program capable of meeting the NOAA objectives. The
software system concept document was attached to the first annual report as an
Appendix, and the concept was a major part of the required briefing in Washing-
ton in May 1975.
The software design philosophy which was adopted was based on the
following considerations and decisions:
1) The system to be developed is a production system. The output is a
large number of graphic images, properly sequenced, meeting high aes-
thetic standards, complying with NTSC standards, and coming off the line
at 30 frames per second. This is the first time such a system has been
attempted.
2) The system must be automatic. To meet output requirements it must
work at high speed and must nda depend upon human interaction. At the
same time, full system control must be available to the WSFO forecaster.
3) Software will be organized to operate in a basic net structure to
provide an efficient, fast response operating system.
4) Software will be completely modular with standard module to module
and module to net interfaces to decrease development time and to permit
modification at low cost. This approach will trade memory size for
software and maintenance economy.

5) A multi-processor, multi-memory hardware design will be used to
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implement the system to obtain least cost in hardware, low mainte-
nance costs, and high processing rates.

6) Maximum integration with AFOS will be a principal objective to
eliminate function redundancy and hold implementation and operation
costs to the minimum.

Task 2 - Presentation Content Studies (Tasks A,B)

Starting with an extensive review of previous work at SSEC
and in the literature, users' needs for weather information were assembled
and tabulated. This voluminous data set was consolidated through a series of
carefully defined steps to a tabulation of users' needs listed by parameters
which could be used as decision bases by the IVAM control processor. These
parameters are season, time of day, weather situation, TV medium, emergency
status, past and present or predicted, and spatial scale. The minimum set
(about 150) of presentation segments were determined which were uniquely iden-
tified by the seven parameters and which met all important users' needs. A
representative portion of these segment specifications were translated into
video storyboards to define system performance requirements.

The task was approximately 807% completedkduring the first
year and the study methodology was reported in detail in the May 1975 annual
report. The complete set of segment specifications and storyboards was attached
to the May 1977 annual report as an appendix.

A new task was'add;d to the IVAM program in 1977 to demonstrate
techniques to reduce satellite images to graphic format automatically and produce
a videotape of examples to be used by NWS to evaluate the information content and
viewer acceptability of theése images. This task was completed in February 1978.

Task 3 - Hardware Concept Studies (Tasks E,F

Hardware definition was purposely deferred until the system and software
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concepts were well developed. We viewed hardware as just the means of imple-
menting IVAM and tried to avoid having hardware decisions determine system
performance. As we proceeded to purchase the equipment for the prototype of
the first half of the system the validity of this approach was fully confirmed.
The problem we faced was not to find a set of equipment capable of the IVAM
task but to select from among many alternatives. Thus we were able to opti-
mize the equipment selection for low costs, maintainabilityv, flexibility,
suitability of software ,etc.

Only the hardware for the front end of the IVAM prototype was pro-
cured. Specification of the remainder of the system was completed during 1977
and the IVAM design is complete at the svstem level. InMay 1977 NOAA decided
not to fund the completion of the IVAM prototype, but to end the program with
software defined and partially completed; hardware defined on paper only,
and systen flexibility demonstrated on the development facility consisting of
the McIDAS with a part of the IVAM prototvpe hardware.

Concepts for distribution of the IVAM products to broadcast and cable
TV stations were developed during the first year of the program and were reported
in Mav 1975. Briefly, it is feasible to distribute presentation segments via
network facilities during the half-hourly station break periods when the network
is normally "black'". Further inquiries during the past two years have confirmed
the feasibility of this concept. Tor cable distributors the nlan was not as
easy to define since each cable company presented a different set of circum-
stances. JInquiries to cable operators made each vear of the program confirmed
the unanimous enthusiasm of cable system onerators for the IVAM product. Opera-
tors of systems located near WSFO's likely to be equipped with IVAM foresaw no

significant difficulty in obtaining the outnut. Those located at greater dis-
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tances expressed interest in the possibility of obtaining an automatically
updated presentation via telephone lines. Possible designs for such a capa-
bility were discussed in the May 1977 report.

Task 4 - Program Test and Evaluation (TaskC)

During the first year two test video tapes were produced, one of a
possible IVAM presentation for broadcast stations and one for cable outlets.
The tapes were made from films of graphics designed to simulate IVAM images.
Technically the tapes differed from and were inferior to the expected IVAM pro-
duct because of the limitations of filmed graphics. Nevertheless, the tapes
proved to be of great value in demonstrating IVAM and in obtaining answers to
important system design questions. In 1976 two filmed sirulations of IVAM out-
puts were made to test specific preserntation concepts of importance in de-
termining svstem design. 1In May 1977 portions of three segments were assembled
on video tape using only IVAM software. The quality of this tape was degraded
because it had to be produced on an awkward mix of IVAM and McIDAS hardware --
a consequence of a nrosram funding delay discussed more fully later. In Dec-
ember 1977 a final IVAM orogram video tape was produced which compares the
actual IVAM capability with the simulation shown in the 1975 tape. This last
tape, produced entirely by the IVAM system, provides a suitable basis for judg-
ing whether SSEC has succeeded or failed in meeting the contract objectives.

™he IVAM Weathercasters Advisory Panel was organized and met first
in February 1976. Five of the nation's top TV weathercasters make up the panel.
This group met regularly at six month intervals during 1276 and 1977 to consider
a broad range of IVAM design problems. Their advice was of great value to the
program and the system design includes numerous improvements which they contri-

buted.
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Task 5 - Final Program Development (Tasks D,I)

This task was planned to start only after NOAA was satisfied that the
implementation of IVAM was feasiblc; and that when implemented, IVAM woulc meet
the NOAA objectives.. This'is the effort required to wrap-up the software de-
velopment, complete the prototype IVAM hardware design, fabrication and assem-
bly, install and interface IVAM to an AFOS installation, and place the system
in full operation for test purposes. At the beginning of the program, as stated
in the May 1975 report, SSEC anticipated starting this task in 1977. In the May
1976 report SSEC proposed the contract modifications which would have allowed
this task to start in 1977. Prior to the May 1977 report the proposals for
this task were reiterated. In May 1977 NOAA decided not to implement this
task.

1.3.2 Program Management and Direction

Several management aspects of the program are worth noting:

A. Delay of FY 76 Effect

The initial funding increment for the IVAM program covered the
period 1 August 1974 to 31 July 1975. At the end of that period approximately
$30,000 remained unspent and was reserved to cover part of the costs of the
first hardware buy. The second increment of funding was to cover the period
1 August 1975 to 31 July 1976, but the contract amendment was not received by
the University until 17 November 1975. Also, authority to use the remaining
$30,000 for capital equipment purchases was not received until 17 November 1975.
During this period from 1 August 1975 to 17 November 1975, while the contract
was actually unfunded, we continued work on IVAM but at a reduced level, and we
were unable to proceed with hardware procurement until we received approval to

spend the $30,000 on capital equipment or until additional funds were actually
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in hand. During this period we obtained and evaluated bids, but did not release
purchase orders until 17 November 1975. This represented an actual delay of
about five months compared to the program schedule presented in May 1975; be-
cause we had anticipated proceeding in June 1975 to purchase the PDP-11/40 com-
puter with the $30,000 on hand at that time. The consequences of this delay
were:

1) We had a much longer time to evaluate alternative hardware configurations.

The basic multi-processor approach was reaffirmed and developed in greater

detail. Some significant improvements in the hardware design resulted.

The adequacy of the 16 bit minicomputer for this application at this time

was firmly established.

2) We were forced to restructure our software development program to mini-

mize overall program delay. We decided to adopt the RSX-11M system soft-

ware as the starting point for the prototype IVAM system rather than to

proceed with development of the specialized net structure originally planned.

This decision allowed us to proceed with development of applications modules

on McIDAS in FORTRAN using the specification of the RSX-11M system for inter-

face definition. The downstream consequences were to preclude development

of the optimum system software design for IVAM.

3) We missed some short delivery schedule opportunities, and had actual

hardware deliveries delayed well beyond the 109 days of delay in funding

authority. Most of th;.computer hardware was delivered in March 1976. Con-

sequently, transfer of software modules to the IVAM equipment from McIDAS

was seriously delayed.

4) We were unable to generate or to display graphics on IVAM equipment to

IVAM standards. Testing of graphics modules was on McIDAS equipment in which
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aesthetic considerations are secondary. The video tape which accompanied
the May 1977 resport was a demonstration of the IVAM graphics generation
software modules, but the aesthetic qualities of the images were determined,
and severely limited, by the McIDAS equipment.

5) The overall program slipped four to six months, but may have benefitted
from the more extensive hardware design review.

B. Interface with AFOS

The NWS program, Automation of Field Observing Service, (AFO0S),
was well started before the IVAM program was approved. AFOS consisted of sub-
programs to collect and distribute information within the NSW structure, and to
display information to NWS forecasters. The original concept of IVAM as presented
by SSEC was to develop a capability, complementary to AFOS, to convert information
to video format for the TV media. IVAM was envisioned as the system which
would interface AFOS to the public through broadcast and cable TV outlets. As
SSEC understood the AFOS and IVAM concepts there was no conflict or competition
between the two development programs, but it was necessary that IVAM be developed
to fit comfortably between AFOS and the TV media. Therefore early definition of
the AFOS/IVAM interface was an important task.

During 1975 and 1976 several meetings were sought and some were
held between AFOS Program Office and SSEC personnel to develop a suitable inter-
face. These efforts were handicapped because the AFOS program experienced a
series of problems which lead to a complete change of approach and a new prime
contractor in 1976. Internal AFOS program problems continued throughout 1976 and
1977 and preoccupation with these undoubtedly accounted for the apparent lack of
interest in IVAM by the individuals from the AFOS Program Office who were assigned

the additional duty of IVAM Technical Monitor. (Four persons held this position
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during the three and a half years of the IVAM program) .

It became clear early in the program that IVAM was not seen
in the same light by all members of NWS. Some agreed with SSEC and the NESS
Technical Monitor that IVAM was a study and development program complementary to,
but external to AFOS. Others saw the program as a software development effort
which would be integrated into the AFOS hardware at a later date. Some regard-
ed TVAM as a competing program. These different attitudes were discussed repeat-
edly with NWS representatives, but were never resolved within NWS and the lack
of a clear conceptual relationship between AFOS and IVAM contributed to the dif-
ficulty in defining an interface.

Without a clear interface, and because of delays and technical
difficulties within the AFOS program, SSEC had no alternative but to develop
IVAM as an independent system capable of operating with or without AFOS. In
fact, IVAM has developed or adapted from McIDAS, a complete capability to in-
gest, store, process, and display surface and upper air data, radar data, satel-
lite images, and NMC forecast products. The capabilities sought in the AFOS
program for the Forecasters Console were achieved in IVAM incidental to devel-
oping the far more difficult objectives of IVAM. This situation, coupled with
continuing delays in the AFOS program which made it apparent that an IVAM proto-
type could be in full operation before an AFOS capability existed, tended to
support those who regarded IVAM as competitive to AFOS. There is little doubt
that this attitude contribuéed to the NOAA decision not to continue IVAM to full
prototype operation.

C. Program Costs and Schedule

The original program cost was estimated to be $141,000, $145,000,

and $150,000 for each of the three years of the program for a total of $436,000.
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Before the contract was activated overhead and fringe benefit rates, which
are negotiated separately each year by the University and the resident HEW
auditor, had increased the first year cost to $147,576;making the expected
total $456,000. Two other actions also resulted in increasing program costs.
In April 1975 we requested approval to procure the hardware needed to support
the second year of the program. A second request was made in the annual pre-
sentation and report and was reiterated by letter 22 May 1975 in which the need
for approval by mid June 1975 was explained or the program would face a serious
delay. Authorization to purchase the equipment (which was already part of the
original proposal) was not recieved until 17 November 1975. As explained above,
this delay caused a six month slip in the major parts of the program despite
attempts to work around the problem. Costs were necessarily increased according-
ly. On a proportional basis the total cost of the program was increased to
$532,000 and the completion date was extended to January 1978 because of this
delay alone.

In April 1977 an additional task, the cloud graphics study, was
added with an increase of $19,000. This task was unrelated to the IVAM pro-

gram, but it increased the total contract amount. Actual program costs have

been:
First year $147,576
Second year $170,000
Third year $222,990
Fourth year $ 70,000

TOTAL  $610,566

Actual cost growth of the program, over original estimates,
amounts to $59,566 or 9.75% of program total. Program schedule was extended
eight months to 31 March 1978 to accommodate the earlier interruption in program

funding and delay of procurement approval and to allow for final report preparation.
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1.4 SUMMARY OF RESULTS

1.4.1 Acomplishments versus Goals

The original goals of the University of Wisconsin aimed at the
establishment of a long term joint University/NOAA team to develop a proto-
type mesoscale weather service including rapid data collection and analysis,
objective mesoscale prediction techniques, and rapid information dissemina-
tion to the public. These objectives were reduced through several steps as
discussed above to those which NOAA was willing to support and which made
up the IVAM contract work statement quoted earlier. It should be noted that
the University's objectives have not changed and that they are being realized
through later programs. A six person detachment of NESS scientists is now in
residence at the University and is working in close cooperation with SSEC
and the Department of Meteorology to develop a substantial mesoscale analysis
and prediction capability. SSEC has expanded the capabilities of the McIDAS
system and is building the first unit of a new system (McIVAM, Man-Computer
Interactive Video Assembly Machine) thch will provide the best of McIDAS and
IVAM to private weather services and the TV media at easily affordable costs.
The NESS/University of Wisconsin team is working closely with other elements
of NESS and other universities to bring together several development efforts
in the mesoscale weather area to form a prototype NOWCASTING service at an
early date.

Naturally, we in SSEC are disappointed that the IVAM program was not
continued to full prototype development and operation. We are sure that rapid
conversion of weather data to TV format will be done (McIVAM will do it) and
that eventually the public will receive effective NOWCASTING service. We are

also sure that the accomplishments of the IVAM program as described in this and
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earlier reports will contribute significantly to that service.
On a task-by-task basis the IVAM results are as follows:

* ; ey
Task A. Determine the presentation contents: The content of broad-

cast and cable presentation was derived by a traceable and fully documented
series of steps from a large number of earlier studies of weather service

users' needs. The technical feasibility of producing the segments has been
demonstrated by both simulation and actual production of selected segments using
only IVAM software. While the television medium itself imposes requirements

and limitations on the form of the presentation, there is no significant limita-
tion on the meteorological content of the presentation which IVAM can produce.
This task has been completed fully.

Task B. Develop presentation formats: The complete family of possible

sectors was reduced by a series of careful analyses and evaluations to eliminate
redundant and trivial cases. A total of 145 segments were documented and included
as part of the 1977 IVAM Annual Report. This set constitutes the complete "menu"
of sectors which IVAM must be capable of producing to provide a full weather
information service to broadcast and cable TV media. It should be noted that
variation of color, line quality, shading, library image element constructs,

and several other pictorial factors is permitted to provide a greatly expanded
apparent set of segments, but the basic set of 145 segments remains. Thirty-six
of the segments were converted to video storyboard format, a process which trans-
lates the segment description from meteorological terms to video terms. This task
has been completed fully.

Task C. Evaluation of Presentations: During each of the three years

The complete task statements were quoted from the contract in section 1.2.2
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of the program films and video tapes of simulated and actual segments and parts
of segments have been'producéd. A complete listing of these test materials is
given later in this report. Evaluations were made by expert weathercasters,
qualified meteorologists, and several groups of '"the general public". Alter-
native color sets, fade and dissolve techniques, alphanumerics, animation rates
and techniques, information density, scintillation and other special effects, as
well as overall segment organization, content, etc were evaluated in detail.

The bounds of viewer acceptance were established well enough to provide a sound
basis for IVAM development. This task was completed fully within the objectives
of the contract. Evaluation of IVAM in full operation should be performed but
was not within the scope of this program.

Task D. Evolve improved presentation: This task and Task C were parts

of the same proéess. As test materials were produced and evaluated the results
of the evaluations were incorporated in the IVAM design and in producing the

next set of test materials. Some alternative techniques which influenced hard-
ware and software design criteria strongly, such as scene to scene transition
techniques, were subjected to several test and evaluation iterations before suffi-
cient evidence was collected upon which to base sound decisions. This task was
completed fully.

Task E. Automation of presentation: The designvobjective of fully

automatic IVAM operation was retained throughout the program. It was not possible
to demonstrate a fully autométic system because the program was not allowed to
continue to this point. However, all software and hardware designs and specifi-
cations were based on fully automatic operation. With the IVAM system fully de-

fined, and with software about 80% completed no difficulties were identified which

would preclude fully automatic operation within reasonable design and cost limits.
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No loads were added to NOAA on-line processors except that equivalent to a sing-
le forecaster display to the AFOS data base processor. This task was completed
fully and successfully.

Task F. Conceptual design of distribution system: A completely com-

patable existing capability for distribution of IVAM presentations to all net-
work broadcast TV stations was developed and documented during the first year

of the program. Repeated contacts with network and station representatives during
later parts of the program confirmed the validity and availability of this dis-
tribution path. Since the capability already exists,the only costs involved in
employing it are the cost of connecting from the IVAM equipment to the nearest
network station or communication feed, and a relatively minor increase in labor
by station operating engineers. These costs were considered to be trivial or
easily affordable by network and station representatives. Distribution to in-
dependent broadcast stations and to cable outlets can be handled partially by the
network distribution system. However, the local and regional variation in in-
put arrangements is so large that it is not possible to specify a system for all
possible TV outlets. Nevertheless, the cable outlet operators which we contacted
individually or at conventions all agreed that if the IVAM service were available
they could and would find a way to connect to it. This task was completed to the
full extent possible short of actually negotiating distribution agreements.

Task G. Reports: Monthly progress reports were submitted most of the

time. They were suspended during the six months period when the program was with-
out contractual coverage and they were not submitted from May to December 1977
when the program was in a '"close-out" phase. This task was not performed in com-
plete compliance with the contract.

Task H. Annual Report: An annual report and briefing were presented
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each year at the time and place specified by the NOAA technical monitors.
Video tapes were delivered at the same times as required. Software has been
delivered by pieces when requested by the NOAA technical monitor, and a com-
plete software set is being delivered with this final report. This task has
been completed fully.

Task I. Documentation: All parts of the program have been fully

documented and delivered to NOAA at the time of, or as part of,the annual
reports and this final report. This task has been completed fully.

Task J. Software: The software which has been developed by IVAM

is described in considerable detail in this report and is thoroughly document-
ed in the software package delivered with this report. Of the specific re-
quirements stated in the contract under this task the following should be noted:

- The IVAM system is completely compatible with AFOS so far as we
have been able to determine the AFOS configuration. No attempt was made to
write software for the AFOS computer nor was there any requirement to do so.

- Narrative descriptionsof the software, etc., have been completed
and delivered.

- Functional Flowcharts have been submitted at the highest level.
More detailed flowcharting has not been done because it would be a useless ex-
ercise and because the contract does not require it.

- Source listings with comments for all software have been completed
and delivered. )

- Test data and testing methods are described in the software docu-
mentation where appropriate. Since the IVAM software is incomplete there is

no way to test the software as a system.

This task has been completed fully.
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The Cloud Graphics Study was added to the IVAM contract in 1977.
The task, as described in the Work Statement amendment was to: '"Perform the
necessary work to develop the techniques and software to transform satellite
images into video graphics and to participate in the determination of the
meteorological significance and value of the graphics in particular applica-
tions. The study shall be conducted in accordance with the Scope of Work set
forth in Contractor's letter of proposal dated October 19,1976. The total
estimated cost for this additional work is $20,000.00."

The work performed under this task is described completely in
Appendix E. The task was undertaken at the request of representatives of
the AFOS Program Office who were interested in techniques which might permit
transmission of satellite images over the narrow-band digital AFOS data link
(National Data Circuit). Several schemes for reducing bandwidth were inves-
tigated and two were developed in generalized software programs. Using these
programs, video tapes were made of several weather situations at several geo-
graphic scales reduced in bandwidth by several combinations of reductions in
resolution in x,y and amplitude dimensions. Both software and video tapes
were delivered for evaluation by the AFOS office. This task was completed fully
and all objectives were met. |

1.4.2 Last Words

The objectives of the IVAM program were ambitious and there was ample
reason to consider the prégram to be one of high risk. The NOAA leaders who
supported the program deserve credit for their courage and foresight. We who
worked on the program are grateful to them for the chance we were given. We
wish we had been allowed to complete the remaining 207 of the job and to put an
IVAM system into test operation. We are proud of the work we did , and we

consider the program to have been a complete success. All contractual objectives
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have been met or exceeded on schedule (to the extent we were able to control
the schedule) and nearly within costs. In this period of increasing infla-
tion an overrun of 9% is neither unusual nor unexpected -- although it is
regrettable.

The results of IVAM provide an exellent foundation upon which to
produce a complete system. We would be happy to assist others in building
the system even as we seek ways to do it ourselves. It is less important
who produces the mesoscale weather service than it is that it be done well
and soon. The needs of the public for a mesoscale weather service have been
well established. 1IVAM has demonstrated the feasibility of meeting those needs

economically. We should get on with the job.
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2.0 ©PRESENTATION CONTENTS STUDIES

2.1 Approach

The purpose of this study area was to determine the contents of the IVAM
TV weather presentations. Several approaches were considered, such as cata-
loging the present TV weather shows into several categories, based on style,
station network, geographic location, etc. or defining a few basic TV presen-
tation formats based solely on weather data available.

Instead, a more general approach was chosen which was to study the needs
for weather information by various user groups, identify the parameters of
those needs, then determine the constraints on a TV presentation based on limits
of data available and limts inherent to the TV media. These requirements,
approached separately from the user's standpoint and the producer's standpoint
were then combined into a series of matrix charts, further refined by combining
various parameters, until a set of units exist, described in terms of all the
parameters. These basic units are called segments, and by defining a scenario
of segments, one can define a complete TV presentation.

2.2 User Group Studies

A series of intensive library searches were performed to determine the
needs of various users. The users were sorted into three major groups, with

subgroups, as shown in Table 2-1.

. TABLE 2-1 USER GROUPS

General Public

Recreation

Health and Convenience
Pollution

Personal Transportation
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Industry

General Construction

Concrete Laying

Utilities

Manufacturing, Retailing and Transportation

Agriculture
Field Preparation
Planting
Spraying
Growing
Harvesting
The user's needs were defined in terms of weather parameter and season.
Some items not strictly weather elements but highly weather dependent(depth
of frost, degree days) are included as weather parameters because of their

importance. The weather parameters identified in the needs study are:

TABLE 2-2 WEATHER PARAMETERS

Temperature Dew Point/Fog

Degree Days Snow Cover

Frost Sunny/Cloud Drying
Conditions

Soil Temperature Wind

Depth of Frost Barometric Pressure

Precipitation Dry/Wet Spells

Relative Humidity Severe Weather

The studies showed a seasonal dependence on needs relating to the user
activity and geographic locafion. - For instance, frost is of concern during the
gardening season, but not of strong interest in northern states in winter.
However, frost is of concern in southern states even in "winter". Defining
"season' was approached from a strictly needs standpoint. Transitions are im-
portant to users, so a winter-spring,spring-summer, etcydefinition was tried.
However, these transitions still vary for different parts of the country. Cer-

tainly, calendar dates are not a reliable basis for defining season.
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Suomi and others have used climatic seasonal changes as a definition of
season. The method applies well here and is used for definitien of season

throughout the study. The important ‘e¢limatic changes are first frost, last

frost, ground freeze,and ground thaw. These transition points are significant

for virtually all user groups. While they at first seem to be mostly of
agricultural interest, they apply to larger segments of the population in rela-
tionship to pollen count (allergies), fishing, hunting, camping, home gardening,
etc. They further allow for large differences in climate for various geographi-
cal locationssy i.e.,, San Diego never experiences winter as defined here. The
seasons are defined as:

Spring - Ground thaw until last spring frost

Summer - Last spring frost until first fall frost

Fall - First fall frost until ground freezes

Winter - Ground freeze until ground thaw.

The user needs study results are consolidated into three study reports
General Public, Industry and Agriculture, followed by Table 2-4 which is the
composite matrix of needs by user group, season, and weather parameter.

Constraints, involving media, timing, and scale are discussed after Table
2-4.

GENERAL PUBLIC NEEDS - RECREATION

Outdoor recreational activities are heavily reliant on the weather for
their success, either because they capitalize on some particular weather event
for their performance (how can one ski without snow?) or because the activity
can be extremely unpleasant without the right environment (as, for instance,
going to the beach in subfreezing temperatures). Despite the paramount impor-
tance of weather, there have been few scientifically sound studies done on

the subject. This lack may be because everyone has directly experienced out-



door recreation in some aspect and feels that he "knows' what role weather
plays in his recreation. This subjective knowledge may not be a good guide to
what is actually true. Reactions vary widely as to‘ﬁhat weather is pleasant
and what is unpleasant. Weather too ¢old for some is invigorating for others,

the latter being more inclined to use the day as an excuse for some form of
exercise. Nonetheless, it is possible to treat the matter statistically and to
average out individual attitudes. Paul(1l6) has, for example, looked at the
attendence figures for various park facilities under various weather conditions
and has been able to conclude that only 10% of the people will use the beach

if temperatures fall below 19C. Where available, this sort of data
has been used in this report. Hopefully, more such studies will be done in the
future.

SUMMER OUTDOOR RECREATION

Summer activities considered here have a fairly wide range: from the more
solitary activities of hunting and fishing to the public use of park facilities
for sports, swimming, touring, and picnicking. Weather factors which were con-
sidered range from the particular needs of the activity concerned (tracking ani-
mals is harder or easier depending on wind, precipitation, etc.) to the general
conditions under which mbst people find it feasible to be out-of-doors. Also,
the importance of weather severity varies according to the activity. Only
the worst conditions will stop many hunters, relatively little discouragement
is enough to cancel a picnic or a trip to the beach.

Also considered were dangers of inconveniences to persons who are outside,
such as forest fires and insects. If fire dangers are high, people should be
aware of this before they enter a wooded area. Similarly, an otherwise ideal
outdoor setting can be unpleasant if long term weather conditions have been con-

ducive to mosquito breeding.
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Temperature and precipitation are the two most important variables in
recreational activities. Mild temperatures are conducive to good fishing(5),
while warm temperatures above 22°C encourage swimming and beach activities.
Warm temperatures have their disadvantages too: 1insects such as mosquitoes
like warm humid air especially at night (12), and hot daytime maxima dry out
wood and increase the danger of forest fires (11). Cool temperatures, on the
other hand, tend to preserve animal scents and increase hunting prospects (14).
Not surprisingly, below normal temperatures over an extended period in summer
have a definite depressing effect on the tourist trade (9).

Perhaps the most unpleasant event that can normally occur to a recrea-
tional activity is rain. Sports events may be cancelled (10), race tracks
closed (2), picnics and park sports forgotten (16), and general tourist trade
and camping discouraged if wet weather continues for an extended period (18,19).
Pools and puddles of standing water also increase insect breeding (12).

Relative humidity also plays an important role. While high humidity makes
swimming, park and beach use more inviting, active sports are discouraged (16).
High moisture also increases hunting prospects by preserving animal scents (14).
Low relative humidity ean increase forest fire danger (11). One should also
mention fog, which is a menace to boating (1) and ruinous to scenic views (18).

WINTER OUTDOOR RECREATION

Winter activities are more limited than in summer and are mainly dependent
on conditions of the snow and ice. These include skiing, skating, siow-mobiling,
ice fishing, and ice boating. Among the most weather sensitive of these is
skiing. Taking place in hilly or mountainous areas, the weather there usually
varies appreciably from residential areas, thus increasing the need for perti-

nent weather data. Although artificial snow-making has decreased the skiers' -



dependence on proper snow conditions, such snow-making has weather criteria of
its own, including proper conditions of temperature and humidity.
One winter hazard is included here, that being the threat of avalanches.
This is a very real threat in the mountainous areas of the West, against which
the skier is not always adegquately forewarned.
In winter, an optimal range of subfreezing temperatures is necessary, both
to preserve the quality of snow for skiing (8) and snowmobiling (17), or to
allow freezing of ice (4) and artificial snow-making (6). Temperatures too
low can lead to dangerous icing of the ski slopes (8). Alternate freezing and
thawing constitutes another danger to ice fishermen and snow-mobilers since such
fluctuations weaken ice and create large cracks (4).
Besides the obvious advantage of snow cover to skiing and snowmobiling
(8,17), snow aids in tracking animals for hunting (3). Rain in winter is
seldom a welcome event; it hurts snow conditions (8) and can increase the dan-
ger of avalanches (13). High relative humidities are also undesirable since '
they prevent artificial snow-making and help make a day raw and damp -- '
weather particularly uninviting to a skier (7). 1

High winds are known to cause closing of chair lifts and ski tows (15),

-,

to discourage snow-making (7), and to cause drifting and packing of snow, a

factor 1in avalanches (13).

GENERAL PUBLIC - HEALTH AND CONVENIENCE

Certain weather conditions have a definite effect on the comfort or health

.

of the human body. These effects fall into two general categories: those to
which a normal, healthy body may be subjectd, as in heat stroke or discomfort
from humidity, and those which a person suffering from some disability or 1

ailment may find harmful (e.g. the effect of cold air outbreaks on asthma pa-
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tients). There is little doubt that adequate warning to persons especially
vulnerable to certain kinds of weather would be generally beneficial to pub-
lic health.

Temperature has been shown to have an effect on human health. Falling
temperatures or cold winter outbreaks of arctic air have been associated with
a range of public health problems from arthritis and heart ailments to glaucoma
and asthma. Warm air, especially with humid air, correlates well with conges-
tive heart disease, heat stroke, glaucoma, and tuberculosis (21,31). A num-
ber of interesting studies have found that reaction times are slowed in the
warm, humid sector of cyclones with an unmistakable rise in the factory and motor
vehicle accident rate.

Of course, temperature is associated with less severe and more mundane
matters. No one would dress without some consideration of what clothing would
be warm or cool enough, although often such a basic decision is guesswork that
is later regretted. There do exist, however, definite quantitative guides to
adequate clothing (29). Home heating is another every day factor which could
be estimated over the season for the benefit of those who are keeping track of
their fuel bills (21).

Periods of warm, humid weather especially in the spring or early summer
play a large role in the size of the insect population (27). While not commonly
harmful, large numbers of mosquitoes are certainly an example of a nuisance to
be avoided. '

Health problems due to actual rain or snowfall are not serious; however,
high relative humidities can cause scar pains, besides being plainly uncomfort-
able (21,31). Very low relative humidities in winter have been related to the
spread of influenza while fog in combination with cooling has been correlated

with bronchitis and arthritis (31). Insects are encouraged by puddles and pools
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of stagnant rain water 27).

High winds may cause structural damage (32), or endanger large vehicles
on highways (as a crosswind). Crosswinds on highways combined with loose
snow can seriously hamper or stop traffic entirely. Wind speed is also an
important factor in deciding about appropriate clothes (29). Low wind speeds
have been cited as a factor in the spread of influenza (31).

Sun angle, visibility, and cloudiness, while not crucial factors in hu-
man health, all enter into the problem of sunburns (21). Bright sunlight can
also encourage glaucoma (31).

Radiation, in addition to temperature and wind, is an important factor
in determining adequate clothing (29).

POLLUTION

Because of its importance, air pollution is considered as a separate
topic in Table 2-1. The concern of the public with pollution falls into two
general areas; damage to materials and dangers to health.

Air pollution is estimated to cause 2 to 12 billion dollars damage a year
to materials, much of which is private property (23). Such damage can take
many forms from deterioration of paint to corrosion of building metallic objects,
and damage or death to plants and trees.

Health effects from air pollution are becoming increasingly serious. In
addition to episodic stagnation of air masses, trapping industrial pollutants
in a small area, there are daily problems associated with traffic which releases
carbon monoxide and other gases. Such pollutants are more dangerous to certain
groups of individuals such as the very young and old, and those with chronic
respiratory problems.

Either of the above problems associated with air pollution could be amelio-

rated by adequate warning on days when damaging effects were anticipated.
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Temperature, by increasing chemical reaction rates, increases damage to
materials due to pollution. Temperature inversions, are also a problem be-
cause they trap harmful gases and particulates close to the surface (23,24,
25,26) .

High ©il moisture, dew, and high relative humidities are all conducive
to pollution damage and poor air quality (23).

Wind speed, direction, and duration are crucial factors in determining
the spread or dispersion of pollution, an especially important factor during
periods of peak traffic (8 AM and 5 PM) (23,24,25,26).

GENERAL PUBLIC - PERSONAL TRANSPORTATION

Weather is frequently the sole or contributing cause to many motor vehicle
accidents, sometimes due to the fact that the motorist has not been warned of
possible dangers such as slippery spots on the road. Either snow, rain or fog
may increase the accident rate (22, 30). Subfreezing temperatures at the road
surface can form dangerous icy spots. Frost may also be a threat to safety
when deposited on infrequently traveled roads (28,30). Timely weather data,
tailored to the peculiarities of the local situation, could do much to improve
road safety.

INDUSTRY

The desire for improved weather information by business and utilities is
evidenced by the increase in hiring of meteorological consultants or even full-
time meteorologists by industry. Industrial fuel wusage, generally considered
in the past as primarily an economic element, has taken on new meaning in terms
of energy conservation and is a greater economic consideration.

Survey of the literature suggests dividing industrial meteorological con-

cerns into three broad areas; construction, utilities, and general commercial
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needs. Separate categories for construction and utlities»are used because
these two industries are especially weather sensitive and both are very large
operations, involving billions of dollars through the U.S.

INDUSTRY - CONSTRUCTION AND CONCRETE LAYING

The construction industry is a general term which covers operations from
the initial surveying and site preparation to the laying of concrete, carpen-
try, masonry, roofing and painting, ending with fencing and light installation
(33). Also included under construction is road building and laying of utility
lines. Each of these operators has its own particular weather sensitivity, but
for the purpose of this study it seems sufficient to generalize, with the ex-
ception of concrete laying which has an especially complicated relation and
sensitivity to the elements. Three types of weather information are needed
for construction work: forecasts for day-to-day planning of work, forecasting
to insure the timely delivery of materials, and warnings of adverse weather that
might occur suddenly during the course of a day (58).

It is estimated that the construction industry alone amounts to nearly 10%
of the U.S. gross national product and that 45% of the construction expenditures
are in weather sensitive areas. 1In fact, weather is among the three most im-
portant causes of delays (34). It is estimated that 500 million to 1 billion
dollars or more could be saved annually if efficient use of current weather in
formation could be maintained (68). Columns 1 and 2 of Table 2-4 show
where these losses may be iﬁéurred with regard to concrete and general construc-
tion and general construction operations respectively.

Most forms of precipitation are harmful to construction projects, especially
rain, sleet, dense fog, high relative humidities ,and heavy snow (33,59,64).
Rain, for instance, can wash out or ruin concrete (35,44,45). Even very dry

conditions are not ideal since concrete that dries too quickly weakens the material.
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Construction firms are generally well aware of these factors and feel the need
for special information,.if in fact they have not already hired a meteorologi-
cal consultant (35).

High wind speeds (greater than 20 mph) create numerous problems for both
construction and utility work. Wind gusts can make work with structural steel
impossible (64,33) and can increase fuel consumption (38,50).

Although there is a general need for timely weather information during all
parts of the day, such data is most useful at two particular times: from 6 to 7
AM and from 2 to 3 PM, when construction operations are beginning or ending (33).

Generally both very warm and very cold temperatures are inimical to con-
struction operations (33,64). 1In particular, concrete laying is a sensitive
operation in that both excessive heat or freezing weakens the freshly laid mix-
ture and operations must be cancelled or redone if such temperatures occur (35,
44,45). Bricklaying is also halted in subfreezing temperatures (66). Long
periods of mild weather, especially in the spring, however, can be advantageous
for the economy by encouraging housing starts early in the year (50). Such an
effect could be amplified if such mild spells could be foretold in advance.

INDUSTRY - UTILITIES

Two sorts of utilities were surveyed: fuel and electric companies. Both
types are quite vulnerable to slight changes in the weather. Home heating, for
instance, begins when outside temperatures fall below 19°C and for each 1°C
below 19°C, 3 kilowatt hours per day are needed for each 100 m2 of floor area.
It is not surprising therefore, that utilities would pay up to $1500 per day for
a perfect forecast (37). Temperature is a prime consideration in such forecasts,
which may be either short or long term (one day or several days): howevér, other

factors such as solar radiation, cloudiness, wind (which may account for up to
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30% of the meteorological variability of the load) and precipitation may
also affect the load.. It is economically important that fuel ‘distributors
and electric companies have the capacity to handle the day's demand without
having a wasteful over-supply. Futher, severe weather may impede fuel de-
liveries or knock down electrical lines (51).

Utility weather information is generally designed not for the astrono-
mical day, but the '"gas day'", from 7 AM to 7 AM (38). Continuous updating
of 24 and 48 hour forecasts are needed every three hours during the day (62).

For utilities, temperature is the primary factor in determining fuel
and electrical consumption (43,37,47,50). Because of the problems connected
with the storage of energy, the proper forecasting of very cold weather lasting
4 or more days is very important. Utilities are also concerned with the pro-
blems of pollution when their smokestack effluents are trapped by inversions
(51).

Temperature is a primary factor in river and reservoir management in that
snowmelt and runoff is directly dependent on this parameter (60).

For utilities, precipitation and relative humidity are not as important
as temperature in determining electrical and fuel consumption, but nonetheless,
should be taken into account (47). Precipitation may also be a factor in
pollution damage from utility smokestack and cooling tower effluents. Rain
falling through smokestack plumes may pick up a high acidity which will damage
surrounding vegetation and pollute the groundwater (52). Cooling tower evapora-
tion may lead to condensation and dense fog on days with high relative humidi-
ties, thus constituting a danger to nearby highway travel (52). Snow or storms
may also damage electrical wires (47) or affect fuel deliveries (37).

Precipitation is the single-most important factor in river and reservoir
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management and flood control. Quantitative rainfall estimate, intensities,
durations, type, coverage, motion of rain storms, and distribution of rain

and snow are vital needs, along with a knowledge of soil moisture and evapora-
tion (50,60).

While clouds and sunshine are not as vital as the preceeding factors,
they nevertheless figure into a number of operations. Cloud-cover can, for
instance, increase fuel consumption, but most importantly, it can affect
electrical use since cloud heights, amounts, thicknesses, and visibilities
all determine how much more electrical lighting is used (38,43,50,47).

INDUSTRIAL - MANUFACTURING, RETAILING AND TRANSPORTATION

The interests represented in this section are extremely varied; chemical
companies, chocolate manufacturers, snow removal contractors, department
stores, distributors, merchants, bakeries, water navigation (for large cargo
ships), land transportation, etc., all have needs for varied and complex sorts
of weather data which have been shown to have direct economic value in these
interests (37). For example, retail trade sales and the weather type (good
or bad for shopping) fluctuations move in the same direction (better sales
with better weather ) four times more frequently than in the opposite direction
(better sales, worse weather) (53). Furthermore, sales after stormy periods
do not seem to make up for the slack sales during bad weather. This finding
makes it apparent that weather has great economic value to the retailer.

Sales are most vulnerable Qﬁen mornings are wet, discouraging the potential
customer from leaving home at all, and dropping trade by up to 157 off the
normal. Duration of the rain is also significant, with sales progressively
falling as duration increases. Snow can have a similar effect with the added
twist that suburban trade drops more drastically than that within the city

or within the residential neighborhood (57). Snow has widespread effects (37)
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especially on truckers, food distributors, newspapers, and street clearing
crews, who need at. least four hours notice for impending storms (43).

Temperature effects on general industrial and commerc¢ial needs are varied
and numerous. Consumption of beer (55,61), retail sales (54), breadbaking (58)
manufacturing of precision machinery parts (66), ship navigation problems with
icing (65), pollution control (43), and distribution of all kinds of foods and
seasonal clothing (37,57,53,66) depend on optimum temperatures which are neither
too warm not too cold. Many distributors have found it to their economic ad-
vantage to stock their products according to the national distribution of the
weather (57).

In addition to the obvious problems connected with navigation of merchant
ships (correct routing of ships around storms and high waves can save millions
of dollars world wide in time and cargo) (65), strong crosswinds can threaten
trucks and other large vehicles (69) as well as tall structures with limited
tolerance to wind load (63). Wind speeds and directions are also instrumental
in spreading or dispersing noxious pollutants from industry and traffic (40,
41, 36,39).

Those interests represented on Table 2-1 can only be said to provide a
sampling of possible meteorological needs; many more have only begun to be
discovered and met by the existing meteorological know-how.

An additional factor to be considered in this area is the effect of pollu-
tion on industry. While act;al construction is not affected greatly by pollu-
tants, utilities have to worry about pollution they may generate in the course
of their operations (51). The physical plant of many industries, as well as
their materials, may also be adversely affected by pollution combined with cer-

tain weather conditions. Paint, metals, and masonry have a much shorter life-



2-15

time when various gases such as 802 and various flourides can combine with
available moisture in. the air to form corrosive chemicals that destroy the
appearance or substance of common building materials. It is estimated that 2
to 12 billion dollars damage per year is made on materials in the U.S. , many
of these materials associated with commercial and industrial interests (39).

0f course, the ultimate solution to this problem will depend on air qual-
ity control; however, until then industry must be aware of pollutant conditions
against which they might guard if given adequate warning. Gaseous pollutants
can cause virtually no damage when the moisture in the air is low; on days
with higher relative humidities, industries could protect vulnerable equipment
from the high moisture content through the use of special storage or dehumidi-
fied areas. High relative humidities have a different range of effects on the
storage of chemicals (37) and rust or corrosion potential (66). This is particu-
larly important where air pollutants are high (43). Plentiful sunshine can also
induce more retail trade (54,64). Finally, movie producers and aerial photo-
graphers are examples of trades that are highly dependent on natural lighting
conditions (37).

AGRICULTURAL

To farmers and other agriculturists, the close relationship between their
enterprise and the weather is a very constant one. By the same token, the
influence of weather on crops and other aspects of agribusiness is fairly com-
mon knowledge around the world. All meteorological elements are important to
agriculture, from simple temperature and rainfall to solar radiation and the
complex relations of evapotranspiration (93). Historically, man's concern with
weather and crops goes back to Biblical times and before. No doubt the prehis-

toric change from nomadic to "settled" cultures depended to a large degree on,
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among other things, a suitable agregation of weather factors(112).

Coming up to the.present times, a tremendous amount of technical interest
has been shown in the field of agrometeorology. For examﬁle, Wang and Barger
(1962) published a formidable bibliography of this field with 10,762 entries,
acknowledging nonetheless that in many areas the titles do not represent.an
exhaustive list. Furthermore, the entries date back only to the beginning of
century. In addition, hand and computer searches of recent literature carried
out for this paper indicate that there has been an extremely large contribution
to the agrometeorological literature since 1962.

On a national level, the Department of Commerce and the USDA cooperated
in the development of a plan for a national agricultural weather service (120).
Since many of their arguments,particularly the focus, rationale and objectives
are consistent with those of IVAM, a discussion is presented here of various
aspects of the federal plan (hereafter cited by page reference).

In the foreword ,Coordinator Robert M. White points out that the plan
"focuses on the need for providing specialized weather services to farmers and
other agribusiness interests.'" As part of its rationale the report states,
"Weather is the most significant variable explaining year-to-year fluctuations
in ... yield ...," and "Less-than-optimum growing conditions for 79 of the prin-
cipal crops ...[are estimated to]...reduce farm income by an average of $1.6
billion per year'". (Page 1).

As an objective, '"Weather support to agriculture should be designed to
contribute to user decisions which will minimize losses resulting from adverse
weather conditions and will improve the yield and quality of agricultural prod-
ucts through effective cultivation, processing and marketing procedures and con-

trol of pestsand diseases" (Page 2). An additional parameter to the foregoing
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area is that , "Producers in particular require more than strictly meteorologi-
cal information; they require detailed and specialized assistance in the deter-
mination of the implications of forecast conditions to their immediate opera-
tions'" (Page 14). A moderate, well-planned and scientifically-based system

of advisories would indeed be a useful and necessary adjunet to an effective
agrometeorological program.

For emphasis, at this point it seems appropriate to quote from a report
(119) which will be used extensively to document the tabular presentation accom-
panying this paper. The report, extensive and detailed, is a carefully worked
out investigation of the significance of accurate weather predictions to the
management of a representative list of specific horticultural crops. The authors
state:

Complete and precise weather information is of significance to crop

production because the scheduling of most operations is controlled

by the weather and because the plant itself grows and responds

differently under varied weather conditions. Thus weather infor-

mation is a necessary factor in the majority of decisions concern-

ing the production and marketing of each crop. Each grower tends

to make maximum use of all available weather information to arrive

at the best estimate of climatic conditions for the decisions that

he has to make. (Page 36)

As a key part of the method of the federal plan, "The total user popula-
tion ...[was divided]... into a number of categories and subcategories. For
each of these groups, weather-sensitive operational decisions were identified,
and for each of these decisions the necessary weather information inputs were
determined" (Page 5).

A follow-up report (121) shows that in certain selected areas of the U.S.
the existing Agricultural Weather Service "effectively meets the needs of agri-

cultural interests within existing technical capabilities' (Page 27). The bal-

ance of the report describes a proposed improvement of the service by implement-




ation of a phased program to provide coverage to all currently unserviced areas.

Less-than-optimum growing conditions for 72 crops reduce farm income by well
over $1 billion per year (120). Much, if not all, of this reduction is due
to weather factors and some of it could not be prevented even if weather fore-
casting methods for agrometeorology were, in fact, perfect.

The value in improved forecasts to agriculture lies not so much in warnings
of severe weather, but in information that will improve the efficiency of a
farming operation. A grower's response to accurate, specific information on
expected weather can be in the form of effective decision-making, leading to
costs savings or improved return; whereas in the event of impending severe
weather the most a grower can do is get livestock, machinery or men in from the
field, secure shed doors, or in certain cases, begin a forced harvest or work
up soil to reduce loss by wind.

A farmer may vary some of his operations within a given time block to ad-
commodate vagaries of weather, but extreme delay can be costly, and once commit-
ted to an operation, such as planting, he must face subsequent weather elements
as they appear. For example, in a study using the parameters of soil tempera-
ture and autumn sowing of wheat in England, the variety Capelle, it has been
found, should not be sown earlier than 10 days after soil temperature at a 4
inch depth first falls below 13C, nor later than 45 days after the same point.
Failure to plant in this per%pd will result, on the average, in a yield reduc-
tion of 2 cwt. per acre per week (114). Hence, an accurate prediction and
reporting of soil temperatures would be of economic benefit to English wheat
farmers. At the same time, forecasts of rainfall would be helpful so that the
farmers would be able to plan for wheat planting within the optimum soil temper-

ature time period.
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This same line of reasoning can be applied to crops grown in the U.s., al-
though the details regarding specific temperature, number of days, and so on,
will vary. The farmer will be capable of making the deéisioﬁs applying to his
crops or livestock, assuming he is provided accurate weather information and
pertinent advisories.

Crop Values

The federal weather plan (120) defines highly weather-sensitive crops as
those "for which growth, disease and pest control, and productivity are closely
associated with one or more elements of the weather; and for which the farmer,
given an accurate forecast of unfavorable weather, can take protective, preven-
tive or corrective action or given a forecast of favorable weather, can take
position action (plant, spray, harvest )" (Page 24).

On the basis of this definition, the following crops were considered the
most weather-sensitive: vegetables, fruits and nuts, cotton, tobacco, peanuts
Irish potatoes and hay.

Looking at estimates of some crop values that could indeed be affected
by accurate, timely weather forecasts, Dancerand Tibbits (76) reproduce a USDA
table for crops whose value, at more than $24 billion, represents over 92 per
cent of total U.S. crop value for the 1970-71 season (See Table 3). By a search
of the literature and a series of personal interviews with crop and production
experts in many sections oﬁ_the country, they arrived at several sets of figures
that approximated the savings in dollars that could be realized by improved fore-
casts of various weather elements for the crops listed in Table 3.

The operations that were affected included:

(4) Seedbed preparation, planting

(1) Spraying (air, ground, insect, weed, disease control)
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(2) Protection of certain crops from high or low temperature
extremes

(3) Harvesting, combining, processing

(The numbers indicate ranking in estimated dollar value of savings accrued
from improved forecasts).

The total crop value of improved forecasting on a nationwide basis was
estimated to be over $74 million. Within the short-forecast-period parameters
of their study, Dancer and Tibbits were not able to establish direct savings
from improved forecasts for several main crops, including field corn, soybeans
wheat and oats. These crops, of relatively low value on a per-acre basis,
are grown on a large scale in this country and around the world, and do not
lend themselves to high-cost weather-preventive actions such as intensive irri-
gation, frost-fighting, etc. However, on a longer-term forecast basis, espec-
ially at planting, spraying and harvest periods, the literature does infer
benefits to these crops from improved forecasting. Because of the large acreage
devoted to these crops, the $74 million dollar figure cited alone would no
doubt begin to approach the $1 billion figure of the 1967 federal weather report.

According to the federal Plan for a National Agricultural Weather Service
first priority should be assigned to the forecasting of precipitation, its
occurrence, timing and amount. Next is evaporation, with emphasis on measurement
and accuracy of forecasts. Other factors in order of the importance assigned
by those writers are temperatures, inversions, wind and dew.

In another paper (89) where the National Weather Service is shown to be
moving even more in the direction of providing specific forecasts for agricul-
tural and other particular users, it is suggested that the following weather in-
formation, added to the present forecast format and givento television meteorolo-

gists, would be useful to farm as well as urban viewers: 1) an extended outlook,
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2) wind speed information, 3) the average daily soil temperature at a 4 inch
depth under sod, 4) a drying index, 5) a livestock temperature index, and 6) a
dew forecast for the next morning.

In their report, Dancer and Tibbits decided that the following weather

elements were most pertinent: precipitation (intensity, duration); wind (dir

ection, velocity); cloud cover; critical low temperature (time, duration);
critical high temperature (rate and time of change): dew point, and air tem-
peratures.

Temperature, Air

In a complex study by Guise (84) high-predictive-value regressions on
wheat yields were found for the influence of the following weather elements:
pre-planting temperatures, harvest temperatures, planting rainfall, and growth
period rainfall. Wang and Suomi (128) found that warm and cold spells, rather
than merely mean temperatures, are important parameters for all crops. Puffer
and Turrell (105), in discussing frost protection in citrus, feel that impor-
tant parameters are freezing, frost, dewpoint, temperature inversion and cold
air drift.

The heat-unit system is in use with many crops: Decker (78) gives a useful
review of the topic, as do other workers, so this paper will not attempt more
than a brief summary: growth generally begins for many plants when several con-
secutive days with maximum temperatures above 4.4°C occur. For other plants,
grown usually under warmer ;onditions or planted later in the season, the
threshold temperature appears to be near 10°C or, for some even 15.6°C. Cereals
and forage crops tend to fall in the 4.4°C category; crops such as corn, sor-
ghum and soybeans in the 10°C group.

Temperature, Soil

The effect of soil temperature has already been introduced in regard to
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Capelle wheat (114). With peanuts, soil temperature is considered ideal for
spring planting after the mean temperature at a depth of 10 cm has exceeded
18°C for at least 10 days (132).

As one of the bases for his system of '"crop prediction without weather
forecasts'", previously mentioned, Wang (125) reports that the effects of soil
temperatures on the subterranean ears of sweet corn in the early seedling stage
determine the number of days required for maturity.

Precipitation; Drying Index;Evaporation

The influence of rainfall is commonly known to be of great importance on
crops and is well documented by a representative study of irrigation practices
(122). Rainfall variations account for appreciable portions of the variability
in irrigation water demands. Current rainfall is usually relevant, particularly
in summer and fall. In summer, rainfall of the previous month has its least
influence. Spring temperature variations also contribute to demand at that
season. Hence, a&mcurate rainfall predictions will be of decision-making help to
the increasing number of irrigators in the country.

In other farm operations, such as haying and combining, rainfall fore-
casts are essential (119,76,85), and the prediction of dry spells and wet spells
is of even greater importance (128,116).

Wind: Speed, Direction, Duration

Because of its influence on many farming operations, wind is another of
the main parameters to consider (76,82,87,88,115,119). Apple harvest, grain com-
bining and other harvest operations are more successful if they can be carried
out before rather than after windstorms, assuming the crop is otherwise ready
to harvest. Sprinkler irrigation is adversely affected by wind velocities over

8.047 Km/h; wind forecasts help irrigators plan their field schedules. Scores
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of many disease alerts can be influenced by accurate forecasts. Hot, drying
winds are a positive influence on haying, although they have a harmful effect
on the growth of hay crops and other farm plants. Wind forecasts enable a
grower with sandy soil types to work up the soil prior to the arrival of high
wind to prevent soill erosion and the killing off of young seedlings by the
blowing soil particles.

Solar Radiation: Cloud Gover

These two parameters, although related to drying and evaporation, have
important effects on their own, some of which are sensitive to forecast
efforts and other that are not. In the latter category is the fact that the
quality and intensity of solar radiation have a direct influence on the dry
matter composition of various crops, most notably, the Irish potato (2).
This phenomenon is essentially a constant for a given region, and accounts,
for example, for the s$lightly better processing quality of potatoes grown in
Idaho compared to those from Wisconsin. On the other hand, net solar radiation
which should be susceptible to forecasting, has an influence on air turbulence
in the plant microclimate which in turn can adversely affect the spray pattern
of small-droplet-size pesticide sprays (89).

Multiple Parameters

Although not all of their factors lend themselves to prediction, or deci-
sion making, models are appearing in the literature that depend on complex
agrometeorological approaches. As an example, the abstract of a Russian paper
(92) reports on the multiple interaction of several weather elements with cer-
eal yields: rainfall of August and September, sum of minus temperatures in
the frost period, number of days with thaw, depth in mm to which the land is
thoroughly soaked in March, rainfall in the spring - summer period, time for

the beginning of vegetation to shooting, number of days from swelling to full
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ripening, number of days with dry winds, and rainy days in the harvest period.
The authors claim that the rate of yield increase is thus determined on the
basis of the appropriate rate of increase of the factors investigated.

IMPROVED TECHNOLOGY

An increasingly larger segment of the literature reflects satellite
technology, such as Nagarajan '"Satellite television cloud photography as a
possible tool to forescast plant disease spread" (100).

Simultaneously, a continuing improvement is being made in the sophisti-
cation and efficiency of weather forecasting instruments and procedures (126)
so that the weather prediction capability asked for or implied in the fore-
going discussion are now, or soon should be, available.

AGROMETEOROLOGISTS - LIAISON SPECIALISTS

Up until the present time, meteorologists with a little training or back-
ground in agriculture -- or often with no such training -- have been assigned
weather bureau offices where weather forecasts have been prepared for farming
communities (120,121). That such a program has been only marginally effective
no doubt prompted the article title, "Agriculture - the Forgotten User of the
Forecast" (87). These two U.S. Department of Commerce publications discuss
in detail the requirement for trained agrometeorologists who will be equally
capable and "at home" in interpreting weather data for agriculturalists (and
vice versa). Such persons are indeed being trained at Land Grant Colleges and
elsewhere to fill the need for agricultural forecasters.

DISCUSSION AND SUMMARY

The problem of improving agricultural operations by expanding and refining
meteorological capabilities is of concern in the "establjshed" nations as well
as the "upcoming" nations of the world, and a great deal of agrometeorological

activity is going on in all those places. The interchange of agrometeorological
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technology, in terms of both "software"” and "hardware" inputs, is enabling
the production of systems that are indded improving the planning and produc-
tion efficiency of agriculturalists around the world.

The following weather elements or forecast parameters are of greatest im-

portance for the agiicultural phase of IVAM:

Precipitation Occurrence, timing,amount
Evaporation Amount, drying index

Temperature High, low, duration; critical levels
Wind Velocity, direction, duration

Dew and dewpoint
Degree days

Soil temperature
Soil moisture

Others ( of great importance in certain situations): solar radiation, cloud
cover, storms

The following crops are considered to be most weather sensitive:
vegetables, fruits and nuts, cotton, tobacco, peanuts, Irish potatoes, and hay.
All crops, at one phase or another of théir growth cycle, can benefit from
timely, accurate weather forecasts coupled with agricultural advisories. The

twenty most valuable crops or crop categories in the USA are summarized in Table

2-3.
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Table 2-3

Production Value and the Principal Growing Areas for the Major
Economic Crops Grown in the United States. 1970-1971 Growing
Season. (USDA Crop Report).

Production Value

(millions- (millions
Crop - _of tons) " of dollars)
Field Corn 155.0 5890
Soybeans 35.1 3465
Hay 131.0 3333
Wheat 49.2 2168
Cotton 7.0 1679
Tobacco 0.9 1368
Sorghum Grain 25.1 926
Ccitrus® 143 670
Potatoes 15.8 626
Oats 14.0 638
Tomatoes 5.8 444
Barley 11.1 443
Rice 4.2 440
Sugar Beets 26.9 414
Peanuts 1.5 406
Grapes 4.0 372
Apples 3.1 308
Lettuce 2.3 272
Peaches 1.4 173
Processed
Vegetables™ 3.2 161

TOTAL 507.8 24,096

* Includes oranges, grapefruits, and lemons

k% Includes green peas, snap beans, and sweet corn

.Growing Area
" (Princ¢ipal States)

Iowa, I11., Ind.
I11l., Iowa, Ind.
Cal., Wis., N.Y.
Kan., Daks., Wash.
Cal., Texas, Miss.
N.Car.,Ky., S.Car.
Texas,Kan., Nebr.
Fla., Cal., Texas
Idaho, Cal., Maine
Minn., Daks., Wis.
Cal., Ohio, Ind.
Daks., Minn., Cal.
Texas, Ark., La.
Cal., Idaho, Colo.
Ga., Ala., N.Car.
Cal., N.Y., Mich.
Wash., N.Y. Mich.
Cal., Ariz., N.M.
Cal., S.Car., Ga.

Wis., Ore., Minn., N.Y.
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2.3 Media Constraints

IVAM concepts were discussed with different sections of the television
industry to identify a basic framework defining programming requirements. The
conferences involved people within the main offices of the major networks,
government regulating agencies and local stations. A survey from the AMS
Weathercaster Convention in Denver in 1975 and current literature on the media
were reviewed. Three types of television media require separate consideration:

1. Commercial Broadcast Television

2. Public Broadcast Television

3. Cable Television

Commercial Broadcast Television

Commercial television has been in existence for roughly 25 years. Its
remarkable growth and impact on society quickly overshadowed most of radio
and the print media. The motivating force in this nearly exponential growth
is free enterprise. Advertisements consume about 25% of daytime television
and about 13% of prime time. While this compares favorably with other media,
program content is determined by the commercial needs of the industry, not
the public interest. Entertainment and sports comprise 75-907% of the total
commercial television offering, with public service accounting for just 2 1/2%.
The remaining percentage is divided among news and wide variety of other
programs. (144)

Commercial broadcast-television presents two nearly opposing views on
needs for weather information. The general opinion held by the three major
networks is negative to changes in weather information presently provided. (141,
143, & 145) TIVAM concepts were considered, but suggestions for any changes were
met with resistance. In general, the network officials liked the idea of IVAM

but felt it must be handled locally. However, each network said they would
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distribute IVAM if the other networks were using it. The thrust for getting
IVAM implemented into the networks is through a 'grass roots" need expressed
by the public and local affiliate stations. This need exists now, and was
stated definitely by those interviewed; however, we believe that its full
impact will not be felt until there is a clear demonstration of how IVAM would
improve existing weather information systems. For instance, satellite pictures
now distributed by networks are of poor quality, but are delivered because
affiliate stations use them. This has set the standard for "improved" weather
information, and the networks will not provide more until they see that an
improved service is possible and is demanded from the public and affiliate
stations (141, 143 &145).
Local affiliates have a very different attitude. They want weather data
better in quality, better in timeliness, and more specific to the locale.
Affiliates display differing weather information requirements. The three
Madison network outlets offer the following options:
Station 1 Weather is part of the news program, but receives only summary
coverage with emphasis on 'mewsy" weather. They would prefer
a completely prepared 1-2 minute format and would use it on
their news without any changes. If the audio is acceptable to
them, they would use it as received. (134)
Station 2 They definitely want their own audio and "personality" in the
program. They also want a choice of formats so they can be
different from other local stations. (136)
Station 3 This station has a professional meteorologist and wants IVAM
data in segments so it can be presented with a varied program
format leaving maximum options for professional meteorological
expression. The IVAM concept is highly desirable to this
station since their meteorologist presently spends 3-4 hours
per day in graphics preparation. (148)
At the AMS Weathercaster Convention in Denver in 1975 the IVAM program was
described and an opinion questionnaire circulated. IVAM concepts were enthu-

siastically received as great improvements in providing timely data and saving

time in the preparation of graphics. Most weathercasters said they would use



2-29

short (30-60 second) segments of weather updates during regular daily programming

breaks. (137)

Results from a study of sations conducted by SSEC provide some general

guidelines:

1. None of the stations present weather information outside their
news blocks. The locally generated news blocks were the 6 PM
and 10 PM segments and less frequently at noon. Networks supplied
news and weather at breakfast time. When asked about plans for
increasing program lengths or the number of presentations, an
overwhelming majority said they had none.

2. Calculations based on a segment of the total sample indicate the
mean program length for selected Midwest stations is 3.3 minutes,
the median is 3.5 minutes and the standard deviation is 1.156
minutes. These figures suggest a program of 2.5 to 4.5 minutes,
broadcasters may not balk at more frequent and more lengthy weather
presentations, but presently available data and manpower cannot
support greater weather coverage. Most stations said they would
"consider'" greater frequency and length if IVAM products were
available.

Public Television

This form of broadcasting originated out of a general feeling of inadequacy
over commerical television's programming in the public interest. The PBS
relies primarily on foundation grants and, more recently, government subsidy
and is free of commerical broadcasting pressures for advertising revenue.

Public television stations as a rule do not have daily news teams;
however, there are notable exceptions. Most PBS Stations do not compete with
the networks or local stations with area news due to the expense. Commercial
stations provide this service because of public service requirements and sponsor
desire to advertise.

Public broadcasting lacks the stereotyped news telecast format found in
most commerical stations. Lacking this tight format, PBS can exercise greater

flexibility in the use of IVAM information. (147)

The PBS is most responsive to requests of its affiliate stations. The IVAM
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products would be distributed on PBS when it is requested by a number of
stations. For example, the Aviation Weather Show, produced weekly on PBS,
is very well received. While it is aimed at aviators, its large following
by non-aviators is attributed to its clear, thorough presentations of high
quality graphics. (138)

The PBS has less rigid programming schedules than the commerical networks,
and often has 1-2 minute spots to be filled. These spots are filled now with
fillers like musical interludes. On some days public television even has
5-15 minute time spots open. These voids could contain IVAM programming. For
longer periods, tutorial weather presentations would be welcomed. (147)

For PBS, with more program time available (on the average) than commercial
television, greater coverage of weather information is possible. Studies show
the public's television attention span lasts about 20 minutes, so 5-15 minute
weather shows may be feasible. (147) Further, public television does not
promote the "personality" weatherperson, allowing a longer show with less
concern for devices like 'chromakey' and cuts.

Cable Television

Cable television began as community antenna television (CATV) and provided
service by cable to. areas unable to receive conventional broadcast signals.
Since then, cable has grown into a very large business, servicing rural commu-
nities as well as cities. The ability to receive the broadcast is now assured
and the importation of programs from other areas is the real attraction. The
Federal Communication Commission, which initially refused to regulate cable,
has changed its mind. This decision forced cable television businessmen out
of the cable installing business and into the broadcast business. Requirements
for local origination of programs, provision for access by the public and

limitations on importation has complicated the situation. The impetus for
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three tiered regulation (federal, state and local) is the realization of cable
television's potential to provide greatly expanded public service communication.

This has created concern among cablecasters. While the cost of production
equipment and staff is an important concern, it is really another problem to
fill a channel with locally originated programs from the start to the end of
the broadcast day. This feat is accomplished by commercial network affiliates
only with the help of extensive network programming. This is the reason we
see stock market alphanumerics, screens filled with news teletype output,
and whole "weather" channels devoted to 20 second scans of weather dials.

One solution is '"metting" or interconnecting various cable companies for
mutually shared programming. This subject will be discussed further in the
IVAM distribution section on cable netting.

Our experience in preliminary discussions with local cable operators
indicates a genuine willingness to experiment with new presentations of weather
data and willingness to commit a full-time channel to weathercasting. This
presents perhaps the greatest opportunity for the ultimate weather presentation
format; a continuous, dedicated 24-hour service. In fact, many localities
require the local cable TV company to provide 24 hr. continuous weather
coverage. Utilization of such a channel is the IVAM challenge. Cable TV
can reach more varied segments of the population more often than the broadcast
media. Given the conservative projections that 607 of the American public will
have cable service in the dext 15 years, the full service potential of cable
TV becomes a major communications opportunity. Warning systems incorporated
into some cable companies in severe storm areas of the South has led to increased
subscribership.

Specific methods for covering cable needs will be presented in the formation

of segments section.
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Significant differences in requirements are posed by each of the media

alternatives. Three important examples of these are evident when considering

presentations of weather information on commercial television:

1.

The use of weather "personalities" requires the IVAM product to

be prepared so that both voice and image of the weathercaster

can be placed in the foreground by relatively simple techniques
(chromakey or camera insert) available at most stations. The

IVAM graphics must be a significant improvement over the locally
generated visual aids now in use, but this objective is easy to
achieve.

By making the same video package available to all commercial
stations in a market area, there would be little to distinguish

one weather show from another. Broadcasters will "individualize"
the segments through selective videotaping, and by adding some
locally generated visual aids, but one can expect that weathercasters
will seek a greater element of control over initial segment develop-
ment.

The question of credibility, or accuracy, is also important, for
this would be one of the criteria used by the broadcaster to decide

in favor of implementation. Believability is dependent upon the

original source and timeliness of the data, the speed of the pro-

cessing, analysis”and packaging of the data, and the quality and
style of delivery. High standards must be constantly maintained
in all these areas. Frequency of presentations also affects this

issue becuase credibility may be seen as a function of frequency.

Public television also challenges our weather presentation program. Some

of the major issues are:
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1. Public broadcasting stations have not established a weather broadcast
schedule to the extent that commercial stations have. One can
expect considerable experimentation by the PBS stations in the use
of the IVAM product and a serious attempt by these stations to identify
and meet the weather needs of their particular audiences. Requests
for reporting of weather parameters not normally used by the commercial
stations can be expected.

2. The PBS audience is small, select and dedicated; PBS programming does
not attract the same audience as does commercial station programming.
However, polls have shown that when regular programming of materials
of general interest is provided, PBS stations do capture a large
segment of the market.

Problems presented by the cable television industry include:

1. Rural areas will be the last to be completely cabled. Exclusion of
this service jeopardizes achieving the goal of reaching one of the
largest single groups of weather information users. The financial
health, and therefore the audience expansion rate, of the cable TV
industry has been affected by opposition from broadcasters and by
severe government regulation. There is no doubt that cable TV will
continue to grow, but the rate of growth is dependent upon factors
not under the immediate control of the cable TV industry.

2. Timeliness and quality of the cable TV weather presentations are
important to establishing credibility. It is not true that standards
for cable TV can be lower than for broadcast TV simply because cable

TV stations are willing to use almost any material.
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Development of weather presentations for delivery on commercial television

requires that considerations be given to the following factors:

§

Segments must be of superior technical quality, to meet network
broadcast standards.

Segments must be new, innovative and interesting packages.
Materials must stress local weather within the station viewer area.
Segments must consist of individually useful blocks, which can be
assembled to make up presentations ranging from 2.5 to 4.5 minutes
in length.

A choice of subject matter and formats is desired so that stations
can have different weather programs in format, style and emphasis.
The choice should allow chromakey, cuts between station weather-
caster and weather video and segments at several scales and for
various specific audiences served by the stations.

Segments must be timely and accurate.

Segments must be provided to meet present station schedules of
breakfast, lunch and dinner times plus the 10 PM to 11 PM news slot.

Shorter update segments at frequent intervals are desired.

For Public/Broadcast TV:

1,

Segments must be of superior quality, meeting commercial network
broadcast standards.

Segments must consist of the latest, most comprehensive data available
to ensure maximum accuracy and usefulness.

Segment construction must be flexible, allowing feedback and
modification according to area user need.

Educational and informational programs, devoted to urban, rural

and business/industry needs are needed for both regular daily
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programming and for seasonal, severe weather, and other occasional
use.

Cable television's potential emerges as the most challenging and probably
the most effective of the three media discussed. The use of a complete
24-hour channel for weather information allows development of a completely
automated computer video presentation. This is the only way to deal effectively
with some of the many different special information requirements in real time.
Here, too, we do not have to overcome established conventions, but can set
out to create a new service. Some of the factors involved in delivery of
weather information via cable include the following:

1. Segments must be of superior video quality, meeting commercial

network broadcast standards.

2. Segments must consist of the latest, most comprehensive data
available to ensure maximum accuracy and usefulness.

3. Segments must consider the total picture, fully utilizing each
block according to critical and useful times for specific
viewers.

4. Production of regularly scheduled educational blocks must be
considered to provide users with the means to apply specialized
weather information and to establish credibility of the service.

5. Segments must be provided on an automatically selected basis
since cable stations do not have staff available to select and

control programming of weather information.
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2.4 Presentation Format Study
While time and space scales could be considered separately, the development
and motion of weather systems and weather phenomena define a general time-space

relationship. The 1972 ICAS report, The National Research Effort on Improved

Weather Dewcription and Prediction for Social and Economic Purposes, describes

five space scales: 0-2 kilometer, "2-200 Km, 200-2,000 Km, 2,000-6,000 Km,
and >6,000 Xm,labeled microscale, mesoscale, macroscale, continental and
hemispheri:z - global respectively. Five time scales are defined as 0-1 hr,

1-6 hr, 6-24 hr, 24-72 hr, and 72 hr - 1 month. These scales were slightly
modified b¥ our group to provide some overlap and to be aligned with more
recent AMS definitions of time and space scales. Further, from the ICAS report,
space-time relationships are defined with isopleth's indicating most intense
weather inZormation needs in the 1-6 hr and 2-200 Km range. The time-

space scales used for this study are defined and labeled as follows:

SPACE TIME NAME
<10 K= - 0-1 hr Microscale
2-200 K= 1-6 hr Mesoscale
150-2000 #m 3-18 hr Subsynoptic
1500-6000 Xm 12-72 hr Synoptic
>6000 ¥m >48 hrs Hemispheric-global

Program needs vary during a 24 hour day, and depend on data available,
audience group and media. -Four time groups are defined as:

Midnight - 6 AM 4 PM - Midnight

6 AM - 4 PM 24 hour continuous

The midnight - 6 AM group serves mainly the industrial needs where

minimum report-to-work notice times are required; trucks are loaded for
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fuel oil, highway maintenance, etc., or for frost and freeze threats to
agricultural crops.

The 6 AM - 4 PM time groups covers many general public needs, housewives,
transportation, and agricultural planning.

The 4 PM - Midnight time group reaches the largest population group
where weekend plans, travel, recreation, etc., are being considered.

The 24 hour continuous is designed for cable television where a dedicated
weather channel is used. The audience group there is largely urban; a large
variety of weather data can be provided as the audience group is better defined.
It is the most rapidly changing audience at this point with the growth of
cable television.

Efforts to define TV audiences in terms of weather needs were frustrating.
TV audiences are generally categorized by age, sex, religion, income group,
mental attitude, etc., but not by any topic relating to weather. Several
urban/rural group combinations were considered but simplified to a basic
urban/rural consideration.

Time and space scale information were applied to the information of
Table 2-4, with the results represented by Table 2-5.

Another matrix is needed, where the needed segments as shown in Table 2-5
are further described in terms of audience group, time-of-day of presentation,
and media used. This final step then provides a list of all possible program
segments, based on the needs and the constraints. To avoid the confusing
format of showing the entire array of segments in a table, the data were

punched on cards and a listing is included as Appendix B of this report.
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2.5 Compilation and Refinement of Segments

The presentation content study was refined and reduced the segment list
from the 584 to 240. The needs of the weather user, identified in the 584
original segments, have been carried forth through the reduction steps to
identify the contents of the final segments. The segments are identified by
the following parameters which are decision criteria for the IVAM control
processor:

1) Emergency status

2) Season

3) Time of day of presentation

4) Weather situation

5) TV medium (broadcast TV or cable TV)

6) Weather parameter

7) Time/space scale

8) Past/present or predicted information

Reduction of the ségments was performed by holding four of five parameters
(numbers 2, 3, 5, 6, and 7 above) constant and combining within the fifth.
This was done for each parameter in turn, until a minimum set of segments was
reached. The practical limit of time allowed on broadcast TV was also considered
in limiting the time and range of subjects which can be addressed on that
medium. A set of about 100 segments was reached, but did not distinguish
between past and future, o; emergency and non-emergency. The user needs
identified earlier were carried through the segment reductions and assigned
to the new combined segments. A diagram of the steps used is shown in Figure 2-1.

The next step was to expand the segment list into two categories,
emergency and non-emergency. The assignment of emergency status is based on

current practice for watch and warning messages, and storyboarding of those
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segments would include recommendations from various disaster preparedness and
disaster survey reports. Storyboarding of the emergency segments would be

done in close cooperation with the NWS to insure that the IVAM warning messages
will be most effective and consistent with current practice at the time.

The non-emergency segments were further split into past/present segments
and predictive (or future) segments. The data bases used for past and present
weather are different than the bases available for prediction. Present is
considered just the most recent past data. The past/present data are based
on actual measurement, whereas the future data must be based on extrapolated
or numerically predicted values, or graphics generated by NPC. These different
bases have the result of producing data to IVAM through the AFOS system that
are much different in timing, time interval, and format. These basic differences
in source data necessitate a different storyboard for the past/present and
the future segments.

Since many weather shows combine past/present and future information, the
past/present and future segments for IVAM will be storyboarded with start and
end transitions that will allow continuous past-to-forecast presentation for
a particular weather parameter.

2.5.1 Determination of Segment Format and Storyboarding

Header sheets were assembled for each segment, examples of which are
shown in Figures 2-2 to 2-5. Approximately 150 segment header sheets have
been written. The segment- header sheet describes the parameters that apply
to the particular segment, the time and space range, major users of segments,
and verbal descriptions of segment format.

The storyboard is a pictorial description of frame-by-frame TV output,
indicating size, shape, timing, color, etc. The storyboard is the ultimate

description of detailed IVAM output. It is what the programmers use as



SEGMENT HEADER 2-69

SEGMENT NUMBER

EMERGENCY NON EMERGENCY X

MEDIUM Cable Broadcast Both X
'SEASON Winter X Spring X Summer X Fall X
TIME OF DAY Midnight - 6am 6am - 4pm X 4pm - Midnight X All

WEATHER SITUATIONS 1) After widespread storm in U.S.

2) After excessive precipitation

or during major flooding episodes

WEATHER PARAMETER(S) Precipitation

TIME REFERENCE Past (incl. present) X 12-72 Prediction

SCALE National X Regional State Local
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

Fhkkkkkkhdkhhdhdkihdkhdkdkddkihkkihddk ki ko ko kg kg ddk sk dk gk ok g %k ok % % % %k % ook ok ke

MAJOR USER OF SEGMENT: (reference previous IVAM study) General Public (GPA)

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER These are past weather "results," not

combinable with other weather parameters - unique emphasis.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) Areas where precipitation exceeded a

ours. See below.)

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) National map with state

outlines. Contours of precipitation (not to exceed 4 contours) beginning at .25", then

.50", 1.0", then year contour for maximum received, with annotation of that total within

contour. Within contour to be-shaded - lightest shading in .25 to .50 contour etc.

Probably add areas one at a time at 5 sec. intervals - start with least.

Should be provision to overlay hatching in red to indicate flooding areas or states.

Duration: 20 sec. plus 10 sec. if flooding areas are overlayed.

R R L R R R R T O T T T T T T T
DATA SOURCE (if non-existent, describe probable source) Fax precip. maps, teletype data;

flood forecast and report on rawarc circuit and weather wire.

FIGURE 2-2
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SEGMENT NUMBER ‘

EMERGENCY NON EMERGENCY X

MEDIUM Cable Broadcast Both X
SEASON Winter X Spring X Summer Fall X
TIME OF DAY Midnight - 6am 6am - 4pm X 4pm - Midnight X All

WEATHER SITUATIONS Days when mean temperature

falls below 65° - optional use

segment (not used every day)

WEATHER PARAMETER(S) Degree Days (Heating)

TIME REFERENCE Past (incl. present) Prediction 12-72 HRS
SCALE National Regional State Local X
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

Probably not fed in S.E. or S.W. states

khkkkhkkhhkhhhkkhhkhhhkhhkhhhhkhkhhkhkhkkhhhkhkhhhkkhkhkhkhhkhhhrhkhhdhhhhhhhhhhhhkhhhhhhkhkhkhkhkhhkk

MAJOR USER OF SEGMENT: (reference previous IVAM study) General public, and/or

dealers.

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Unique parameter, and too complex for

combination.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) Expected degree day totals next 1, 2, 3

days.

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) Bar graph - days
at bottom, degree days vertical. Space, bars and shade in color. Overlay each bar

with large numerals indicating number of D-Days on that day. Perhaps dissolve in

each day separately (1 + 2 + 3)

ARk KRR A A AR KR AK KKK KKK KR KKK AR KKK KRR KRR KKK KKK KRR KRR KKK AR AR KRR AR KR KA KKK KKK AK IR KA KX
DATA SOURCE (if non-existent, describe probable source) fax forecast of temperatures;

NWS zones forecasts and extended outlooks. Computer to perform calculation required.

FIGURE 2-3
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SEGMENT NUMBER

EMERGENCY X NON EMERGENCY

MEDIUM Cable Broadcast X Both

SEASON Winter Spring X Summer X Fall X

TIME OF DAY Midnight - 6am 6am - 4pm 4pm - Midnight All X

WEATHER SITUATIONS Expected or actual temps. below 32° - all such days between

15 days before normal last frost and until hard freeze occurs in

the fall.

WEATHER PARAMETER(S) Frost and Freeze (28° and 32° contours)

TIME REFERENCE Past (incl. present) Prediction  1-g HRS
SCALE National Regional State X Local
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

khkkkhkkhhkhhkhkhhhhhkhhhhkhhhkhhhhhrkdhhhhkkhhkhkhkkrhhhkhkhhkhkhkkhhhhhkhhhkhkkhkhkhkkhkhhkhkkkkkhkkkkkhkk

MAJOR USER OF SEGMENT: (reference previous IVAM study) _ Agriculture

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Emergency segment - impact required. Large

dollar losses possible from frost.

PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED) The areas of state or region which are

currently, or will be within time frame, below freezing.

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) State map with tempera-

ture contours every 4° beginning at 32° and extending lower. Higher temperatures are

extraneous and should not be recorded. Area between 32° and 28° contour to be

colored yellow; area less than 28° to be colored red. Possibly overlay wind arrow

(with speed included) but detailed wind information is not desirable - too complex.

KKK KKK KKK KKK IIKK KR KKK KKK RRRK KKK KKK KK KKK I KK AR AR AR AR KK KKK KA KKK KA KA KRR KA KK KAKIAEIK K
DATA SOURCE (if non-existent, describe probable source) Local and zone forecasts on

weather wire; fax computer chart of min. temps, is secondary (not as good) info.

FIGURE 2-4



SEGMENT HEADER 2-72

SEGMENT NUMBER

EMERGENCY X NON EMERGENCY

MEDIUM Cable Broadcast Both X

SEASON Winter X Spring X Summer X Fall X

TIME OF DAY Midnight - 6am 6am - 4pm 4pm - Midnight All X

WEATHER SITUATIONS Pollution concentrations exceed

or are forecast to exceed alert

standards.

WEATHER PARAMETER(S)

TIME REFERENCE Past (incl. present) Prediction 1-6 HRS

SCALE National Regional State Local X
COMMENTS ON DESIGNATORS (i.e., use in area only, etc)

Primarily major urban use.

e e e e e e e e e T e e ke 7 o vk ok ok ok o ok e sk ok vk ok e o vk ok ok o ok ok ok ok ok sk sk vk ok ok ok ok e ok ok ok sk e e e ok ok ok sk ok ok S Sk ok sk ok e e ok Tk ok ok ok sk ok e ok ok 3k ok ok ok ok ok ok ok ke

MAJOR USER OF SEGMENT: (reference previous IVAM study) GP 3; utilities

WHY CAN'T SEGMENT BE COMBINED WITH ANOTHER Warning segments must stand alone for

impact and for individual use.
PURPOSE OF SEGMENT (WHAT'S TO BE CONVEYED)

FORMAT OF SEGMENT (scale,background, foreground, duration, etc) City name predominantly

at bottom. Horizontal cross-section of city skyline with smoke curling in air

- Annotation: time of segment - time alert is valid ‘til - phrases "avoid unnecessary

activity or overexertion, especially elderly and small children"

- Annotate with outlook: '"Improving by or "little change"

R T R R L T L L T T T T T T T T T T T T T T LT,
DATA SOURCE (if non-existent, describe probable source) NOAA wire, ?

FIGURE 2-5
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requirements for creating graphics output. There are about 30 segments
storyboarded. The set of header sheets and storyboards is included in
Appendix B of this report.

At this point in the program, the effort to identify more segments,
or to storyboard them, has been stopped. The requirements of the contract
have been met in terms of determining the range of video weather presentations,
formats, and presentation techniques. The ultimate set of segments available
at an IVAM installation will be determined by locally established needs. As
a study, the last word in segment identification cannot be written because of
the necessary differences of local style and values, specific uses of weather
information, and local constraints of transmission and timing. The study
has approached the description of segments from two standpoints: (1) identifying
what is needed, and (2) identifying what is possible with available data. The
answers to the two questions are changing rapidly with time and technology.
A further complexity is the fact that the answer to the question, "What is
needed?" is undesirably, but clearly, affected by knowledge or expectation
of what is possible. The parameters of weather are often thought of in terms
of their measuring device, rather than the weather effects or the weather
element, itself. We look at the radar, not at the rainfall; we look at the
satellite picture, not at the clouds or temperatures. The real meaning of
weather information (as opposed to weather data) will be an area of great growth
as the capability and usefulness of meteorological measurement become known and
appreciated by the non-meteorologist.

The output presentations defined at this point provide the basis for
handling any new segment or new information identified in the future. The
operational structure of handling segments as output product modules allows

any TV output which can be defined to be handled by the IVAM system.
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The segments are constructed of a basic sequence of images according
to Figure 2-6. A start-up and an ending hold provide orientation for the
viewer. Effective communication to the non-meteorologist requires adequate
time for the viewer to realize the subject and context of the weather message.
In addition, there is the practical consideration of interfacing segments and
providing an aesthetically pleasing beginning and end to each segment. Fade-in
and Fade-out satisfy the requirements for smooth transitions between segments
and also allow a dissolve of information from one segment to the next, if the
weathercaster wishes, by simply overlapping the fades at the user TV station.
This may be particularly useful when the weather subject has interesting
past information covered by one segment and interesting forecast information
(on the same subject) on another segment. The past and forecast are produced
as separate segments to give the weathercaster sufficient options in choices
of segments to use, also to maintain a more consistent time range in the length
of segments.

Given a relatively standard start and end format for most segments,
the "message' portion of the segment is the most expressive portion. Outside
of this portion only two still images are used for each segment. Within the
message, output may consist of a mixture of still frames, transitions, and
animation. The choice of specifically what images are shown in terms of
satellite picture, graphics, annotation, stills or animation, etc., is
prescribed by the storyboard of the segment. Only the input data values need
to be provided to the system to produce the full video output of the segment.

As an example of how a segment is constructed, the steps of producing
Segment #14 will be described. The Storyboard for that segment is shown in
Figure 2-7. The data in the system at all times for this segment includes

all of the non-changing data:
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Tuesday, Dec. 6, 1976 ' i i Tuesday, Dec. 6, 1976
{ Add ia first watch or warning from west:
i winter snow watch, storm warning, etc, -

Use flakes within xellow for watch areas
red for warning areas.

Advisory, non-emergency typ2 map for
% gureral dndication of areas expected to
have hcavy weather of many types ——-— use
U.S. grid with 1t. grey background and
blue state bo;ders~ 1t. blue outside map,
3 o) iy S"j‘.

HOLD 5 SECS

{Tuesday, Dec. 6, 1976

Add in next east area and annotate as

leaving ngols behind (%) as next area before

from west appears. Annotate, words,

HOLD. 5,_SECS.. D

Travellers Advisory: use % ~— skidding
car sympol within area.

| Snow Watch & Warnigg: Use flakes 7€.
Tornado Watch/Warn: Use Twister ?
‘ Thunderstorm Watch/Warn: Use < lightning
(blinking?)
B Numerous severe stormg ;Flood Areas: Uigtga§er L AR
"Tuesday, Dec. 6, 1976 -A
YDissolve out previous wx problems as severg,'“ SEGMENT LENGTH WILL VARY WITH NUMBER
- ‘storm forecast from sels dissolves in. AP
i (This stands alone for impact.) Use single OF AFFECTED AREAS IN U.S.
yellow hatching for scat, areas; double /
}-hatch red “aumerous’ areas. HOLD 12 SECS." T o i e sy - g

FIGURE 2-7.
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U.S. Map

Fixed Annotation

Control information (including knowledge of current season and
input data required.)

data required include:

Date

Any Storm Watch data (in identified graphical format)

Any Travel Advisory data (in identified graphical format)

Any Flood Watch data (in identified graphical format)

Any Thunderstorm data (in identified graphical format)

When the decision is made by the system that the segment is to be

the system already knows, without considering input data:

1) The timing of the segment will be 30 seconds total, comprised of:

2 second fade-in of U.S. grid with annotation SKYWARN and
location for data annotation

1 second hold of same

5 second hold of annotated storm watch on map, if any;
otherwise, annotation stating, ''NO CURRENT STORM WATCH
REPORTS."

5 second hold of annotated travel advisory on map, if any:
otherwise, annotation stating, ''NO CURRENT TRAVEL ADVISORY."

5 second hold of annotated flood watch on map, if any:; otherwise,
annotation stating, ''NO THUNDERSTORM REPORTS."

2 second fade of previous picture.

2) Which data is needed (4 graphical image inputs), how to display
them, and in what order.

3) Which symbols to display (snowflakes, lightning, etc., if needed).

The input data, however important, occupies a small portion of the

output "volume." It determines:

1) The graphical area display in the four different parts of the
segment

2) The date information

3) The decision basis to display the '"NO CURRENT..." when no graphical

input exists for that parameter.
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By comprising the segment as a number of elements, each of which has a pictorial
meaning, the system can use those elements for many other segments as well.
This is true of both input-determined elements, such as the flood watch outline,
and preprogrammed elements such as the map grid. The system need not store
these for each segment in which they are needed, but may call them from a common
element storage as needed.

2.5.2 Impact of System Design Parameters on Presentation Format

Beyond the most general determination of final output, the details
of graphics creation and assembly must be carefully co-designed with the actual
physical system. While this issue is obvious, and all of the information
surrounding it is implied in the Presentation Content, Software, and Hardware
Concept Studies sections, this section is included to highlight some of the
tradeoffs.

Separation of past/present and future segments is a necessary result
of the nature of the input. The two types of inputs are derived from sources
of data with different parameters and timing so scheduling and combining of
information cannot be addressed jointly.

System storage capacity is largely a function of information format.
To minimize storage space requirements, the system has been designed to store
data in the most primitive form, but using some pre-processing to make mutual
use data sets into a form for serving several segments. Expansion of minimal
data information into full color pictorial graphics requires several quantum
jumps in data volume. Data at intermediate steps is also designed for common
use by several segments.

Designing segment format for use in a system with significant storage
limitations requires that the number of variables within a segment be limited,

as can be consistent with the "rules" for aesthetic quality. The real "message"



2-79

part of the segment is the greatest variable, and many other parts can be
routinely controlled, as discussed in Section 2.5.1. 1In fact the pre-formatted
nature of the segments is significant in sizing system requirements, yet the
issues determined in that process (timing, order, transitions) are not issues

where the fixed nature is significant in public acceptability and aesthetics.

2.6 Emergency Needs

Emergency situations can be defined as those in which danger is threatened
to life, health, or property. The thrust of this discussion deals with
emergency situations related to weather, although the same considerations may
apply to other disaster threats such as chemical leaks, large fires, etc.
Our concern is one of preventing or minimizing loss rather than one of survival
after occurrence.

Background

A warning system, like any communication system, can be thought of as

a general system of information flow as in Figure I1-8.

Actual or xfer of Forward xfer, Public
expected Development off summary—_ﬂ\ modification, xfer Y receives
weather Information info or deletion info, makes
occupance of information personal
choice of
how to
respond

FIGURE 2-8 - GENERAL INFORMATION FLOW DIAGRAM

The seven elements are all necessary for the system to work, but how well
it works is not controlled, since the system has no feedback. This diagram
fairly well describes the present warning system. Tt may be well to review

the general advantage and disadvantages of the elements.

PUE
LIC

RE/
TIC
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Figure 2-9 shows the same system, but with greater detail. Columm 2
is the first point of analysis, i.e., a decision point for determining that an
emergency situation exists. Of the five paths of information, two are of high
integrity, NAWAS and NOAA radio. A third one, local observers, may or may not
be reliable, depending on individual training and the specific situation.
Value of the warning of any of the three depends on (1) technical competence
of observer, (2) source information available and analytical capability of the
organization, (3) timeliness of observation, and (4) local specificity of the
observation.

Column 3 of the diagram labeled "Transfer of Info'" appears unimportant
but is critical for two reasons, reliability and bandwidth. The two media
used are limited to voice transmission (or voice rate). Warning information
often lacks in completeness because of limits on transmission capacity. Further,
reliability of phone communication is low during severe weather situations since
phone lines are highly susceptible to storm damage. CB radio communication is
more reliable in a storm but the channels are often over used during such times,
and must compete with lightening interference too.

Successful communication through the Column 2 region reaches the local
NWS, local agencies, or the media. Each of these three elements have the
ability to modify the message as they see fit. The task of all three is to
reach the public with the warning information as effectively as possible.

The four avenues of communication are SIREN, LOUDSPEAKER, RADIO BROADCAST,
and TELEVISION BROADCAST. While telephone is also possible, its inefficiency
in reaching a significant part of the public rules out its utility.

The siren signal reaches a relatively large percent of the population, and
could be considered reliable in the sense of likelihood to operate. However,

the information content of a siren signal is very low. Further, it causes
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confusion and misunderstanding. (149) Overuse and misuse of the siren causes

a "wolf—wolf syndrome'" where the sound no longer commands attention because

of its familiarity. Message coding by varying blasts of the siren is generally
not understood by the public.

The loudspeaker generally consists of a mobile unit mounted on an
automobile which is driven about the area, giving a voice message. To be
effective, a message must contain complete information of what, when, where,
who, etc. A message sufficiently long to cover the necessary materials takes
time approaching a minute. Problems here are:

(a) Peoples attention must be attracted prior to the message

(i.e., give enought time to come out of the house or office
to hear)

(b) Driving must be slow enough to complete message before

driving out of hearing range

(c) Only practical for densely populated areas

(d) May be safety risk for personnel in mobile umit.

The radio and TV media are the most effective means of contacting the public.
Reliability of commercial broadcast is high and television offers great capacity
for information transmittal. Loss of electrical power by the consumer is no
longer a serious problem with the increasing use of battery operated radio and
TV. The problem is one of limited information; again only voice rate information
is available from NWS to the media. Technical terminology often confuses the
station employees and the urgency of a message may not be apparent to them. (150)
The message may become confusing if the station tries to modify it. Instructional
messages are usually too brief, based on time constraints at voice rates.

The local NWS office has no means of reaching the public directly, except

Through phone answering. Their major function is to provide accurate up date



information to the local government agencies and media. A serious problem is
that of workload in the local office. The local NWS office is staffed for

a full workload for normal weather; severe weather increases the amount of
work dramatically. The further complication is that the work being done and
decisions being made during severe weather periods are much more important
but must be done with less data, in less time, by an overworked staff. (150)
An effective warning system must not burden a system already working at or
near capacity with nominal weather. (150)

The last two columms of Figure II-9 deal with the public response to an
emergency. The individual has six bases of information from which to make a
choice. 1In the face of conflicting evidence, his choice is based on the
credibility or completeness of the various messages. Individual observations,
other's reactions, and confirmation of other citizens is generally a non-reason
for taking specific action. Such inputs provide an emotion for action and
are not usually a good base of judgment. The sound of a siren generally serves
no more than the function of an attention getter. Its real function is to
alert people to then tune into the media. The loudspeaker method has already
been discussed, leaving radio and TV. The NOAA radio is a great improvement
for communication of instruction and information, but only a small percentage
of the public has the special receivers, and still lacking is the ability to
convey a picture. The public must be able to maintain a choice, but the lines
of communication must provide a credibility and confidence so as to create

correct priority in the mind of the individual.

Public Needs for Emergency Warning

The public needs warning and instruction that is:

- unmistakably clear in content
- timely

— specific as to locale

- authoritative
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The message of emergency warning must have a clearly understandable
terminology. There are numerous references to the watch/warning confusion
in the literature. The Agnes Floods study (150) states "..It's (NWS) credibility
is sure to slip if it speaks to the public in codes or symbols. Time is too
short for translations. NACOA strongly recommends that NOAA review its battery
of warnings to develop improved ways of communications warning information."
Reporting the status or expected condition is not sufficient information upon
which to act. The public must have a clearly defined instruction of what to do.

In the Agnes Floods, less than 107% of the news media in the stricken areas
had access to the latest forecasts and warnings. (150) The problem was one
of the NWS not having time to keep up with the weather events and to communicate
them to the media. Automation of relaying the information is certainly to be
considered.

The general public's needs are greatest for weather forecasts within a
six hour/100 mile scale for normal weather (151). When severe weather occurs,
the interest within this scale is intensified. Certainly the mesoscale and

"...hurricane and

even the microscale, is important. In the Agnes Floods
weather systems responsible for extremely heavy precipitation.. were...
smaller...than the effective resolution of the models." Radar, aircraft, and
satellite observations were not available for analysis. Availability of such
"pictorial" information is technically feasible; such capability must be
developed. <

The Agnes Flood study (150) states ''Where public authorities exercised a
strong command and control initiative, the response tended to be excellent.
Where people had to make their own decisions or improvise, the response was

as varied as human nature. When radio or TV announcers conveyed a sense of the

seriousness of the risks the public became more responsive. The report further
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states "...accountability for warning delivery is fragmented to the point
where no agency has the responsibility.'" It is the opinion of the report

that NWS must see that the proper message reaches the public. 'Releasing a

forecast to the media is only one and sometimes a minor part of the whole
system." The potential for IVAM to effectively reach the public is a powerful
tool for meeting the needs of emergency warning.

IVAM's Role in Emergency Warnings

The two avenues of NWS reaching the public directly with emergency
information are the NOAA weather radio (152) and IVAM. Both systems must be
used, for they offer complementary and distinctly different capabilities.

' The NOAA weather radio is expected to serve as the primary warning device.
It provides an automatic turn-on capability which is implemented in the home
on a voluntary basis. The ultimate limit on the NOAA radio, however, is the
voice rate of information transfer. It could be likened to listening to an
instructor who has no blackboard or visual aids. There is a distinct dis-
advantage compared to an instructor who uses good topical visual aids.

IVAM would provide the visual aids which can be used with or without the
"instructor", or voice channel. The National Cable Television Association
(NCTA) has made several studies of ways in which cable TV can provide emergency
warning service to subscriber (154). In fact, subscribership of cable service
has shown a marked increase where emergency warning service is available (155).
Many communities have, or-are developing, plans in which the local emergency
operating center uses the free access channel. Special IVAM emergency sequences
can be used on that channel which complement those in use on the regular weather
channel.

On broadcast TV, timely visual information is hardly ever available for
emergency coverage. Periodic 1VAM updates, along with standard formatted

instructional messages can be available as needed.



2-86
The generation of specific TV presentation segments for emergencies by
warning does not pose a special problem for IVAM. Severe weather segments
are just one more type of segment. The problem which needs further study
is how to bring local emergency service authorities into the weather telecast.
Since this does not involve generation of TV images by IVAM, we have not
considered this problem to be of direct concern to the program, but would

rather address the issue close to time of implementation.

2.7 Automatic System Selection of Segments

Since IVAM is to be an automatic system, the selection of segments to
be used for a particular day must be done on an automatic basis as well. Most
of the 145 segments available on IVAM do not apply on any particular day
because of time-of-day, season, or weather situation. In other words, only
a subset of the 145 segments are topical at a particular time in terms of the
eight parameters listed earlier. The principal basis for deciding which seg-
ments are to be prepared is a determination of the weather situation. Each
header sheet lists the weather situation for which the segment applies. To
decide which segments to prepare, the control processor will reduce the total
set by comparing the current situation with the segment designators, proceeding
through the parameter list in the order shown. Of course, the weather situation
will change during the day. The control processor will proceed through the
decision tree once each hour to determine which segments to produce during
the next hour. JIn most cases this procedure will work very well. However,
the time required to transmit all of the segments needed for the network
weathercasters is several hours. Care must be exercised to produce first
those segments least affected by local weather change.

The set of weather situations will differ for different WSFO locations,

depending upon whether flood conditions, hurricane situations, drought, high
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tides, etc., apply. Weather situation selection can be made either by the
forecaster keying into the system or by the automatic comparison of specified
weather parameters against preset limits.

The result of the automatic select process is a "menu" list of segments
which will be output on the distribution system. One segment would be a
Straight listing of those segments and their schedule for distribution. This
would allow interested station operations to plan/schedule recording of
particular segments, and also provide update information for updating segment
schedules during changing weather conditions. A priority can be assigned
to segments by the WSFO forecaster, which will be reflected in the selection
and order of segments by the IVAM system. This allows the forecaster an
input to the automatic selection of segment outputs without requiring him to
interrupt the system and select the segments manually. While he has the

option of doing the latter, he may not have the time or need to do so.
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3.0 SOFTWARE

3.1 Software Overview

The IVAM software is designed to provide the tools necessary to produce
the image sequences described in the IVAM storyboards. The ultimate goal of
this software is to produce aesthetically pleasing video images from AFOS
data on a timely and automated basis. The goal of the current contract was
to investigate the feasibility of doing this, to design the hardware and
software required, to implement the software required on a prototype basis,
and to code the software required to generate '"representative' segments.
Actually the software effort went considerably beyond these requirements.

The need for a multiple processor and special purpose hardware was identified
early in the program. Therefore, all IVAM design considered the ultimate
presence of such resources. Also, in addition to a development system for
generating sample IVAM images, the IVAM effort has developed a large

part of the production software that would be required if the follow-on
contract to do a production prototype were funded. The modules developed for
the development system are thus designed to be easily moved into the production
environment which is currently prepared to run them on multiple processors

if they were available to the system.

This software section considers the software requirements of the produc-
tion system. It then outlines the implementation approach that guided the
design of both the develobment system and the production system. The
function and implementation of the development system called TABSYS is then
described. Finally, the software associated with the production system is also
described. This includes the overall executive system called the Controller,
plus the software required to operate the hardware assembler which has not

been built.



3.2 Requirements

The requirements on the IVAM software fall into two categories. First, there
are the requirements of the original IVAM study, and second, the requirements of
a production IVAM system that would generate images at high speed and be
interconnected with both AFOS and a source of satellite pictures on an opera-
tional basis. Clearly there is no way that the software peculiar to the
production environment can be tested without having it available, Similarly,
there is no way production speeds can be reached without the special hardware
designed to attain it. What can be done is to indicate the specific nature of
the missing pieces, the steps necessary to create them, and the effect their
addition would have on the system.

There are three types of requirements on the software. First, there are
requirements on the kind of output it must be able to produce. Second, there
are requirements on the system and its ability to fit into the intended opera-
tional environment. Third, there are performance criteria which define the rate
at which the software must operate.

The IVAM software must be capable of generating the range of images specified
by the IVAM segments definitions and storyboards. The current contract does not
require that all of these segments be coded, but rather that representative
segments be coded. This has been done, as demonstrated in the final tape.

Where the segments have not been coded, they can be, assuming that the product
from which they are derived is available. IVAM can produce any of the segments
currently, if the elements are available in IVAM formats.

All of the images must be of color broadcast quality. The color requirements
are that IVAM images be aesthetically pleasing and their information content
preserved on both NTSC color and black and white television sets where the

signal has been RF modulated, transmitted, and demodulated. This requirement
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limits the colors that can be adjacent to each other. It also limits the
colors that can be used on narrow vertical lines, depending on their width.

Another visual requirement is that the features in the image not appear
to flicker. This phenomenon occurs with horizontal line segments that are
only one pixel high. Therefore, all lines must be at least two pixels high.

Another constraint on the images is that their detail and information
content be geared for someone sitting at least six times the width of the
screen away. This situation is quite different from the normal computer
terminal where the user sits very close to the screen. Therefore, alpha-
numerics will be quite large, and images will be relatively simple so they may
be easily viewed by people with less than perfect vision sitting at normal
viewing distance.

The content of the images should be designed to communicate meteorological
information to the layman in terms that he can understand in the brief time
any single image is likely to be held. This contrasts strongly with many of
the NWS products which are designed to be scrutinized over a period of time
by a professional meteorologist.

The requirements on the production system software include flexibility, the
ability to format AFOS and satellite data, and that it not be specific to any
particular locale.

The requirement of AFOS compatibility has been a difficult one to deal with
in a number of aspects. First, the AFOS data formats have changed a number of
times during the IVAM development. Second, as the formats have changed, the
sample products that have been requested a number of times have not been provided.
Third, the identification of the products relevant to each of the IVAM that
was requested has not been done. Therefore, what has been done has been to

postpone the implementation of the format translation modules that would



convert AFOS products into IVAM formats, and to design the system so their
insertion causes a minimum of disruptions. In fact the division of processes
described earlier make the postponement of these modules easy to overcome,
and in fact desirable.

However, the requirement that IVAM handle AFOS data raises a deeper, more
profound issue. 1In practice, the requirement becomes a reciprocal one. The
AFOS data must be in such form that the information needed by IVAM is easily
accessible. In the case of the graphic products this is not true. These
products are designed to be transmitted and displayed by computers, but inter-
preted only by human operators. However, IVAM must be able to interpret the
images if it is to know how to convey the information they provide in a filled-
in color image, as opposed to a line drawing. The problem is that the curves
and the alphanumerics that label them are sent separately. They are associated
by the human operator who observes their propinquity on the screen and thereby
associates them with each other. For the computer to try to make this associ-
ation through software is theoretically possible, but practically unreasonable.
It is far more direct for the AFOS product to be altered in some minor wéy, so
the meteorological significance of the various curves can be recognized easily
by software. This need has been expressed at every opportunity for the entire
history of the project.

Another concern about the AFOS data is that it is presented in a limited
variety of scales and resolutions which may not be ideal for the IVAM purpose.
For instance, if an AFOS product showed temperatures contoured at 10 degree
intervals over the entire U.S., IVAM might want to display 5 degree bands for

just a five-state area. Or IVAM might want to display only a 0C contour level.
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This information is readily available from the uniform grids from which NMC
generates the AFOS products, but very difficult to derive from the products
themselves.

The point is that the addition of a new product type would permit very
flexible image generation from existing NWS data. In general, the IVAM task
must include considering the information the public, as opposed to meteorologists,
wants, and then recommending that new products be created where none exists at
the moment. With a number of the existing segments, there is a question as
to what product could be used to generate them.

An additional goal which appeared desirable at the beginning of the contract
was to make IVAM code directly compatible with AFOS and capable of running under
it. It became clear, early in the program to both IVAM and AFOS personnel, that
this goal was neither desirable nor attainable. At that time AFOS definitely
did not have the kind of control structures that IVAM requires. In fact, it
still appears that the perceived tasks of the IVAM and AFOS systems are suffi-
ciently different that it is more natural to think of them as two independent
systems each specialized to its own function, one of which happens to be an
almost standard user of the other. This division of labor is far more natural
than trying to force AFOS to accommodate an additional responsibility which
is at least as demanding as those it handles already. However, the IVAM module
structure is the simplest possible, in that it makes the absolute minimum number
of assumptions about the éﬁvironment in which it operates. Therefore, modules
are easily transportable. Machine language modules observe FORTRAN calling
conventions, are well specified, and could be easily recoded.

Another requirement is that the IVAM system be easily tailored to fit
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different geographic areas, and that it easily accommodate the addition of new
segments. None of the IVAM modules are specific to geographic locale, to display
device, or to the segments they are being used to generate. Image generation

is controlled by an interpreter which sequences the appropriate modules and
passes the appropriate parameters. The definition of such a command chain can be
done interactively, and in fact may involve no new code, compilation, or task
building. The specification of map windows, cities of interest, etc., is done

by the same process. If a new segment requires a new computation, a new

module will have to be written. However, the insertion of the new process into
the system is just a matter of compiling it as part of an isolated virtual
process, and then interactively adding to the system directory, and defining
command chains which involve it.

IVAM was also to determine what would be required to make its operation
automatic. The automatic generation of images from existing data and existing
image elements has already been attained. The ability to automatically request
the appropriate data from AFOS has not been demonstrated, as the two systems
are not connected. Here the issue is not one of feasibility, but rather the
definition of a relationship between the two systems that does not place an undue
burden of requests on AFOS, and yet provides IVAM the data it needs on a timely
basis. Since the volume of data actually used by IVAM does not appear to be
large, it appears that it should be possible to make IVAM appear as a civilized
user to AF0S. The only stéb that appears difficult to automate is the selection
of the segments that are to be shown at a particular time. This problem is
essentially the same as modelling the weathercaster, which is in the province
of artificial intelligence. It is aggravated by the fact that the criteria are

likely to vary with different locations, and different seasons. It is not that
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it is not possible to automatically make a selection; rather it is the unlikeli-
hood of consistently making an intelligent determination. If the task is
relaxed considerably it is clearly solvable. If the system sticks to a fairly
standard set of base segments and only adds those which are clearly of interest,
such as significant precipitation or high winds, it can be automated. Alterna-
tively, if the system is allowed to generate more segments than necessary or
interesting, on the assumption that the networks will edit it before showing,
the problem again becomes more tractable. Currently, the software assumes that
it is given a list of segments to generate and could do so automatically.
However, the process of creating that list can be added without any impact to
the system as a whole,once the meteorological criteria are specified.

The software performance criteria apply to the production, not the devel-
opment system. Therefore, what must be judged at this point is whether the
software implemented so far would perform as required when combined with the
production hardware specified.

The performance standard derived from the content studies is that a produc-
tion system must be capable of producing one hundred new frames per hour. This
amounts to a new frame every thirty-six seconds. This rate cannot be met with
current equipment because of the very slow speed at which the image assembly
process proceeds, and because only one processor is available for the job.
However, what can be done is to ask whether the image elements can be generated
at the rate required, ass;ﬁing that image assembly hardware of sufficient speed
were available. Assuming that each new frame requires ten different image elements,
then 1000 image elements per hour must be generated, or one every 3.6 seconds.
In fact, the system is able to do considerably better than this, especially if
there is the normal redundancy of image elements across frames. For instance,
it is quite common for a map to be repeated in every frame of a segment. Because

of the parallel processing of the crosspoint system, processes which are larger



than the others do not have to appear as rate limiting steps. For example,

the reformatting of AFOS data should not be a large process on a per pixel basis.
However, the computation of a U.S. grid or a set of contours in satellite projec-
tion is much larger on a sixteen bit processor. The grids should not be a
problem for several reasons. First, as the requirements stand now, the satel-
lite images should be pre-gridded. Second, if they are not, only a limited
number of projections are required during the day. These are known at the
beginning of the day, and the processing can be spread throughout the day. While
the positioning of any AFOS or generated data over a satellite image must be
computed in the period after the display is requested and before it is displayed,
the fact that a processor is dedicated to such processing and the code is
permanently resident means that the full time is available for such products.
Therefore, the generation of elements requiring arithmetic processing appears

to be well within the capability of the system. The only other single large
process is the Video Chain, which is currently implemented as a set of software
modules but which is intended to be reduced to hardware or firmware with an
order of magnitude increase in speed. Given the presence of this hardware,

IVAM software should perform at the rate required.

3.3 Implementation Approach

3.3.1 Image Elements

The design of theé IVAM system is based on several observations on the
nature of the IVAM task. The first observation.is that the amount of data input
is rather small compared to the number of points in the output image
Therefore, it is desirable to postpone this explosion of data as long as possible
so the system has to process and store smaller units of data. Second, it was
noted that IVAM images are made of distinct image elements, and that the proces-

sing of these elements is completely independent as long as it is done with



respect to the same frame of reference (i.e., the same screen or earth coor-
dinates). It is only in the final image that these elements are combined.
As long as the relative priorities of the various image elements are
enforced (which elements appear to be in front.of the others), there is no
interaction between elements. The only exception is the placement of alpha-
numerics which requires that underlying information not be obscured. The
treatment of alphanumerics is somewhat separate from the rest of the system
since they will be generated in the output assembler. Examples of image
elements would be satellite pictures, maps, graphic clouds, wind arrows,
contour lines, etc. Each of these is generated by a separate process, and
only combined in the final image. One theme of the IVAM design is to maintain
the separation of these image elements and the processes that generate them as
much as possible. Thus, the IVAM system becomes concerned with the generation
of elements on the one hand and the combination of elements on the other.
Maintaining this distinction is important because it simplifies software design
and preserves hardware options. It also allows IVAM to take advantage of
another significant characteristic of its presentations: the tremendous
redundancy of elements among the images of a sequence and the lesser but still
significant overlap among different segments.

3.3.2 Parallel Processing

Another aspect of the software dgsign was the early decision to permit
parallel processing. Thé nature of the IVAM task suggested more than one kind
of parallel processing. First, the independence of image elements suggested
that separate processors could be working on different elements. Second, the
steps of the preparation of image elements suggested a pipeline process where

each processor was working on different data at consecutive stages in processing.
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As each processor was finished with its process, it would pass the results on
to the next processor. Finally, the number of points that must be specified
in the final image and the number of images to be generated almost dictate
that a special hardware or firmware process be created for the job. Software
alone on a single processor would clearly be unequal to the task. Another
force pressing toward parallel processing is that both processors and memory
have become cheap; that is, eight and sixteen bit processors and memories for them
have become cheap. Machines with larger address spaces have not yet responded
to the declining costs. Therefore, the current critical resource is address
space, and the one trick to to keep as much memory busy as possible. This allows
the system to have the greatest amount of code available at electronic, as
opposed to mechanical, speeds. The best way to do this is to have a number of
processors and memories tied together in as intimate a fashion as possible.
The most effective such architecture is the Crosspoint which interconnects
processors and memories in such a way that large blocks of memory can be switched
from one processor to another almost instantaneously. Although the Crosspoint
System was not integrated with the development system, all of the IVAM soft-
ware design and implementation is consistent with its inclusion. The IVAM
Controller currently can keep track of multiple tasks under RSX 11M, so all
the structures exist to handle parallel processing. Only the low level cross-—
point primitives remain, and these cannot be approached without a hardware inter-
face.

3.3.3 Module Design

The processing needs of the IVAM system can be characterized as a
modest number of processes tied together in a very large number of ways. The
traditional means of accomplishing this flexibility would be to unite these

functions in a general program. Such a program would consist of the irreducible
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part required by the functions themselves, together with the case logic that
would decide which of the plethora of options was being involved in any given
case. The general part of the code is quite likely to require more space than
all the functions combined. All of the general code is always present, even
though only a small part of it is actually used in any given run. Such a
program rapidly grows large and unwieldy as space limits are exceeded, both
for code and for symbol tables. Also, since all of the case logic is inter-
dependent, new functions become more and more difficult to add.

In the IVAM system a quite different approach is taken. All IVAM functions
are accomplished by modules which have an absolute minimum dependence on any
other parts of the system. In fact, the control relationship between IVAM
modules is less than minimal; it is nonexistent. IVAM modules know nothing
about each other. They cannot use each other for utility functions, nor can
they transfer control to each other in any way. This means that IVAM modules
cannot be vested. The only entity a module can communicate with is the system.
Even then, a module can have no in-process communication with the system. Its
only communication is a return to the system. This inability to transfer control
means that an IVAM module has no responsibility for sequencing. That function
is solely in the hands of the system (Fig. 3-1).

In general, modules are also incapable of doing their own I/0. The only
modules that can perform I/0 functions are I/0 modules. Each of these has a
specific function and is unique to the system. This means that device and system
dependencies are localized, and that I/0 routines do not require space in every
module. For instance, it is not uncommon to find that a large percentage of a

system's user disk is actually consumed by multiple copies of FORTRAN routines.



l

Mod

3-12

SEQUENTIAL MODULES

System

Mod

FIGURE 3-1.




3-13

Having described the constraints on the IVAM modules it is now necessary
to show how they are implemented and the advantages that accrue to the system
because of this design. All IVAM modules are called as FORTRAN subroutines.

It is not necessary that the modules be written in FORTRAN (many are not), only
that they can be invoked by a FORTRAN call. The sole communication with the

rest of the system is exactly that of a FORTRAN subroutine; i.e., FORTRAN call,
FORTRAN RETURN, parameter list, and the variables and arrays specified by the
parameter list. Furthermore, IVAM modules operate on arrays that are external

to them. This convention circumvents one of the most annoying features of FORTRAN,
the necessity to dimension arrays at the maximum size they will ever attain.

Even if the typical space needs are much smaller, the dimensioned space is
forever lost to the system. By keeping all data outside the module, its size

is kept small and the system can be responsible for allocating only the amount

of space that is required for a given execution. This is especially advantageous
since, in many cases, the IVAM system can know exactly the output requirements
based on the number of input points.

Thus, an IVAM module is conceptually very simple. It is pure algorithm.
It inputs data sets and outputs data sets. In fact, in all existing cases, it
outputs only one data set. Once a module is invoked, it runs to completion and
returns to the system, including information such as the size of the output
array as a return parameter. The important programming consideration with an
IVAM module is not the control interface, since that is standard; rather, what
defines a module is the format of its input and output data sets. Therefore,

a number of standard formats have been defined. IVAM modules then manipulate
data from one format, and place it in another which may in fact be the same as

the first. Thereforé, IVAM modules can be concatenated with the same ease as
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FORTRAN operators as long as the module formats are compatible. Also it is
easy to stop the flow of IVAM modules, so as to define an alternative path. For
instance, if a chain of modules defines a certain process, and one desires to
check the correctness of the processing, it is easy to insert a new module
(M} —> My — M3 —>»M,)
in the sequence which dumps the processed data after any step. This is done
(M) — My = DOMP —M, " ~—3 M)
interactively under TABSYS, and by editing a command chain under the Directory.
In neither case must the modules involved be recomputed or re-task-built.
Similarly, if the operation of the system were changed drastically so the
command chain was broken, the intermediate results stored on disk, the results
later retrieved from disk, and the command chain continued. Again, the change
is easily accomplished by the insertion of two new modules, one to store the
results, and another to retrieve it. Again, no recompilation is required; all

is accomplished by changing the command chain. The system interprets:

0 ety Ty : Ay My
Store - Retrieve
Storage

Similarly, the system can accommodate alternative ways of accomplishing the same

function as long as the formats are preserved:

Ml—) M2 — M3 — M4
L.) M, — MB—-)LMP
The result of this module design is that IVAM modules can be assembled in
a variety of ways. However, the system does not bear the burden of resolving
which of many general functions is requested. Rather IVAM provides a general
framework within which to define specific functions without incurring the usual

costs of generality. The resulting IVAM modules are small and their single copy
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available to the system for any composite function. The sizing is important
because of the original goal of running modules on either the 11/40 or

one of the subordinate LSI 11's.

3.3.4. Video Chain

Perhaps the most important group of modules are those referred to as
the Video Chain. These modules take an element defined in an arbitrary rectan-
gular coordinate space, and prepare it for display. This process is implemented
in a series of separate modules, each of which advances the element one step
further toward display. These modules are implemented separately for greatest
flexibility, so the system can use their functions in a variety of ways. Also,
each of these modules is a candidate for implementation on some kind of special
purpose processor. Therefore, the steps are separated so that the hardware
options are clear. The modules involved in the Video Chain are shown in
Fig. 3-2. The details of their function and design will be described under
the discussion of the Tablet System in section 3.4.1. They represent a considerable
effort, and are easibly separable from the rest of the system. They provide the
processing required to plot curves or to fill in the area enclosed or excluded by
a curve. While these functions have only been used in the ways required by the
IVAM task, these modules are of general utility in graphics programming, and
could support a number of additional uses.

3.3.5. Processes

The operation of the IVAM System in a production situation is divided
into a number of independent processes, each of which produces results which are
passed on to the subsequent process. These processes are:

1. Clock Schedule

2. Weather Determination and Segment Selection

AFOS Request/Reply

4., Data Formatting and Storage
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5. Element Generation
6. Image Assembly
7. Display Control

These processes operate independently of each other in the sense that
each can process the functions in its queue without regard to the execution
of any other process. They do depend on each other in the sense that the
commands for a higher number process may be queued by a lower number process
or may depend on functions performed by the lower number process. However,
the reverse is never true. Lower number processes do not depend in any way
on the results of higher number processes. Each process is always trying to
service the commands entered in its queue. If the queue is empty, then the
process, of course, is asleep. Each process consists of a sequence of commands
which can effect the execution of modules and the creation of modes in the
Directory. Thus, these functions have results on both the control level, as
reflected in the Directory and on the data level where disk files and images
are created. There will be further discussion of the means by which the IVAM
processes have been implemented after the Directory and Controller have been
described.

The Clock Schedule invokes those IVAM actions which are dependent upon the
time of day. These actions include the initiation of the routine IVAM presenta-
tion cycle through which the system cycles every hour or half-hour to generate the
appropriate segments. In .addition, the clock schedule would reflect a knowledge
of the arrival times of AFOS products which are scheduled for particular gener-
ation times at NMC and particular transmission times on the NDC. It would also
indicate the time of day to the process which selects the segments to be included

in a particular presentation. The list of product arrivals would be passed to
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the AFOS Request/Reply queue which would assure that these products would

be requested from AFOS. Similarly, if there are any segments which are
arbitrarily scheduled to be shown at a particular time, or even at every

time these are queued for process 2, the actual time of time determination
would be handled by an existing RSX 11/M scheduling function. Most of

the actual function of the time of day process would actually be accomplished
by internal prompt chains within the Controller, as there is very little
processing to be done.

The second process, the Weather Determination and Segment Selection
Process, decides what segments are appropriate, based on the current weather
and the time of day. To solve this problem in the general sense is to faith-
fully model the behavior of the human weathercaster, a problem in artificial
intelligence. As the solution to this problem was not provided in a meteo-
rological sense, the IVAM software does not automatically select segments based
on current weather. However, the control structures exist to support this process.
It is assumed that the process would investigate a small number of weather
products, and based on these, identify the current weather situation as best
fitting into one of a not-too-large number of possible weather situations.
Associated with each of these situations would be a list of segments to be shown.
This process can be trivialized by assuming that IVAM receives a situation
identifier as input. It also can be short circuited in the case where the
time of day schedule dictates that a particular segment be shown regardless of
the weather. In either case, this process arrives at a list of segments that
are to be generated. Associated with each segment in that list are four
sequences of commands: one to get the data, one to generate the elements, one

to assemble the elements, and the 1last to display the images that result.
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Each of these sets of commands are performed by a different process. Each is
associated with the segment name through the Directory. Thus, the sequence
of segment identifiers is sufficient to specify the processing requirgd of
the remaining processes. Since each process makes different use of the list
of segments, each gets its own copy of the list.

The AFOS Request/Reply Process accepts a list of segments and a list of
scheduled product arrivals as inputs. The list of segments is associated
with a list of additional required products through the Directory. The list
of required and scheduled products is then passed, one at a time, to the module
that accomplishes the communication with AFOS. This convention assures that
all AFOS communication is localized in the system and that communication with
AFOS is decoupled from the rest of the IVAM processing, both so the AFOS
communication channel is kept busy, and so it is not kept busier than is desirable
for AFOS. When IVAM requests a data set from AFOS, that data set is stored
immediately in the form received in an IVAM data set. Typically this data set
is stored immediately on disk. Then the data product involved is deleted from
the AFOS Process input queue, and added to that of the Reformatting Process.
At this point the AFOS Process is free to request the next input data set. It
is oblivious to all subsequent processing of the data sets it inputs. 1Its sole
responsibility is the communication with AFOS.

The Data Reformatting and Storage Process accepts a list of input data
sets which have been received from AFOS. In some cases IVAM may be able to
use the data directly from its AFOS format, although it is more likely that

it will have to be converted to a form that is more suitable for IVAM processing.
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AFOS formats are designed to minimize the time required to transmit them,
whereas IVAM formats are designed to facilitate processing. Translation from
a particular AFOS format and a particular IVAM format will be done by a module
which is specific to that translation., In addition to the translation of the
data, the Directory will be updated to reflect the presence of the new data.
Subsequent processing of the data awaits this change in the Directory.

The Element Generation Process associates with each segment specified a
list of the elements required to produce it. For each of these elements there
is a prompt chain in the Directory which directs all of the processing required
to generate the element and to store it in the element pool on the disk.
Typically the prompt chain will invoke modules to:

. Select the set of data to be processed
. Generate the element in an arbitrary coordinate space
Manipulate the element within that space

. Convert the element into a raster space

b &~ L N -

Process the raster element into a form suitable for line-widening
or fill-in

(o))

Store the video ready element in the element pool on the disk

7. Record the fact that the element is readv in the Directory

Since the element is recorded as a particular node in the Directory, it is
possible for that same element to be used in several frames without being regen-
erated. The modules required by this process have been implemented under TABSYS.
While the driving software in TABSYS is not the same as that in the Controller,
the modules do not depend on the context within which they are executed.

The Image Assembly Process inputs a segment list which is translated into
an ordered list of elements for each image whether they are to be filled in or line-
widened, and the pixel level that is to be used. The details of this process

are dependent upon the design of the production image assembler. One version
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of this process ran under TABSYS where previously prepared image elements could
be assembled automatically into finished elements. The modules required to
perform this function exist in software and, in one case, in hardware. The
only exceptions are the modules which will look at the generated images to
determine where alphanumerics should be placed. These algorithms are specific
to the hardware that will be used and can only be simulated in software at
great cost. Thus, some of the software that actually communicates with the
assembly hardware will have to be altered, whatever the ultimate division of
hardware and software tasks. In any case, the Assembly Process will proceed
until all of the images required of all of the segments listed have been
assembled. It will pause only if it gets ahead of the Element Generation Process;
i.e., if there are no images for which all of the elements are ready.

The Display Process consists of a sequence of commands that are used by
the display hardware to control the actual presentation. These commands cause
the loading of digital images from disk to bit map refresh buffers, the genera-
tion and placement of alphanumerics, and the loading of color assignments in
the enhancement tables. Since these commands are to be executed by a micro-
processor or in the output Assembler, their details are almost completely a
function of that device.

3.3.6. Assembler Influence on Software

The IVAM software effort was tied more closely to the hardware effort
than originally expected f;r two reasons: First, hardware planning required
considerable software input and hardware decisions, once made, had considerable
impact on software design. Second, hardware implementation required signifi-
cant software support during the test and debugging stage.

The Output Assembler design considered a range of hardware and software

options, which are discussed here only so far as they affect software design
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and implementation. One of the major issues was whether to store finished frames
or assemble the images in real-time from image elements. Once the decision was
made to store finished frames on a disk, the operation of the IVAM system was
divided into two disjoint modes. The image preparation and the presentation
periods would not overlap because the assembler resources would be totally

committed during the display period. This means that either there is no image

element preparation during the presentation period, or that image elements once
generated must be stored on the disk until the assembler is free to assemble them
into completed frames. This means that during the assembly process a large
percentage of the data flow is from disk to the assembler, rather than from a
processor to the assembler. Several other factors also decrease the importance
of this flow. First, the Assembler will provide hardware and firmware to assist
in the fill-in process, which means that the path from disk to Assembler can be
direct. Second, the IVAM storyboards include a significant percentage of "story
frames'" where part of the content is stored, rather than generated. Again,
these elements can be stored in a form that is ready for assembly without further
processing. This flow of data from disk to the assembler during the assembly
process suggested that the 11/40 should be interfaced to the Assembler, as well
as one of the subordinate processors.

Even more important than the decision to store frames was the realization
that the output process virtually dictated the use of several bit-map refresh
memories, both for refresh while the disk heads were moving, and for dissolving
or wiping from one frame to another. The existence of several such powerful
resources in the system suggested that they be applied to software needs as well
as the refresh problem. In evaluating the effect of these memories on the
software, several opportunities were recognized. First, the merge process

could be eliminated. (The merge process is the one which takes a number of
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image elements defined in terms of a scan ordered list of the intersect points
which define them and combines them into a single ordered list which is the
complete skeleton for the final filled-in image.) The Merge Process was
considered troublesome for a number of reasons. First, it was the only process
that appeared likely to overflow the resources of a single processor. While
the overflow is easy to deal with in conceptual terms, there is a significant
price in system overhead, and the development price paid is the same whether
it happens routinely or infrequently. An additional factor arguing for the
elimination of the merge process was the fact that the disk on the Digital
Terminal failed catastrophically and was to be out of commission for five
months while it was refurbished. Therefore, given the fact that a bit map
based assembly system does not require a merge process, and that the disk
required would not be available during much of the IVAM development, the deci-
sion was made not to develop the Merge Process and to emphasize bit map based
methods instead.

The bit map based design presents a number of powerful options. By
designing the software to continually overwrite elements into the bit map,
the elements can be written into the memory in order of ascending priority.
Therefore, the higher priority elements occlude the lower priority ones by the
simple expedient of overwriting them.

Another significant feature is that the software need not be as concerned
with the constraints of the raster. It is possible to plot lines directly into
the bit map according to their coordinates. On a disk based system the same act
of plotting a curve would require two disk accesses per point, one to read what
was currently on the line, and another to rewrite the line with the new point

inserted. Therefore, on disk based systems one must sort points into scan order
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and merge them with other elements in order to avoid excessive disk transfers.

IVAM must fill in domains after they are outlined. Since the fill-in
process requires tracing the curve along scan lines to‘assure that every point
is filled in, it would appear that scan ordering or a similar process would
still be required. However, the bit map memory suggests that a curve can be
written into the bit map in the connected order in which it was defined, and then
read back in scan order by scanning the memory. If the curve were written out
according to the proper discipline, it is possible for an external, very simple
processor to scan it and fill in the domain it defines. Multiple curves which
do not cross each other, such as contours, can be filled in simultaneously by
this method if two bit maps are available -- one for the curves, and one for
the filled in image.

Another problem simplified by the bit map is alphanumeric placement. While
the computer generates all of the elements of an image, it knows very little about
the image. It is difficult for the computer to determine from the one dimensional
arrays how the curves interact in two dimensions and where they leave room for
the aesthetic placement of alphanumerics in the vicinity of the feature they
label. However, by allowing the computer to read back the two dimensional image
the problem becomes more tractable and, in fact, can be partly implemented in
firmware.

A final feature of the assembler design which has software implications is
the ability to store separate elements in the different bit planes of a single frame.
Thus, Bit One could be one element and Bit Two another. This would be useful
for animation where often only a single element is moving. Five steps in the
animation could be stored in a single frame, while the static information would
be stored in a separate bit map. This technique is also useful for storing
alphanumeric fonts. A number of different fonts and sizes of characters will be
stored in a single frame and then written into the bit maps under firmware and

software control.
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3.3.7. McIDAS Dependence
Another feature of the IVAM development was the project's relation-

ship to the McIDAS system, the Center's interactive research tool. While
this system does not provide a suitable environment for either the develop-
ment or the implementation of the IVAM system, it does possess a number of
resources that were necessary for the IVAM effort. The most important depen-
dence that IVAM had on McIDAS was based on the fact that IVAM had no color
display device dedicated to its use. Therefore, it was necessary for IVAM to
get access to one of the McIDAS terminals. The McIDAS terminal which IVAM used
was the digital terminal, which has both a digital refresh disk for satellite
pictures and a two-bit image refresh memory for graphics. IVAM's initial
access to this terminal was through McIDAS, itself. An RS232 interface was
made between the two systems which was used by IVAM to send display packets
to McIDAS, which then relayed them to the digital terminal. Later, in June 1977,
a direct connection was made between IVAM and the digital terminal. While the
graphic images then could be generated by IVAM, the satellite images were still
sent from McIDAS. 1In addition to display hardware and satellite images, McIDAS
was IVAM's sole source of meteorological data. However, most of the McIDAS data
is in different formats than those that the AFOS data ultimately took. There-
fore, it was important not to let the IVAM software become specific to McIDAS.
IVAM also made use of McIDAS peripherals, such as the high speed line printer
and the tape drive, both of which the IVAM system lacked.

While McIDAS would seem to address a similar set of issues as the IVAM
system, any resemblance is only superficial. Therefore, virtually none of
the McIDAS code was used in the IVAM system. In fact, IVAM concepts influenced

McIDAS development more than the other way around. McIDAS originally had only
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a limited number of highly specific programs for producing specific products.
Since then, the contouring functions have been generalized as originally suggested
by IVAM. However, most of these new products are of interest to meteorologists,
not laymen. There is no general graphic capability in the software. IVAM's

task was to provide a flexible tool for formatting meteorologic information,

and then to consider the problem of automating the generation of the most effec-
tive formats.

3.3.8. RSX 11/M

The IVAM system was significantly affected by the decision to purchase
DEC's RSX 11/M operating system. This decision was necessitated by the delay
in funding and a series of delivery delays with the 11/40.

RSX 11 is a powerful multitasking executive with a variety of file
structures and software development tools. The IVAM system uses RSX 11/M for
all of its file handling, for some of its device handling, and some of its
process staging and intertask communication. However, because of the 32K
address limit for a single task on the PDP 11, a significant aspect of RSX 11/M
and, therefore, the IVAM task is the need to overcome this space limitation and
to create tasks which are significantly larger than 32K. Therefore, most of the
capability of RSX 11/M is actually designed to compensate for a weakness in the
system. More recent versions of the operating system have provided a richer
and more flexible set of such compensatory facilities. The general problem the
operating system presents is that it takes charge of all resources in the system
and provides mechanisms for user programs to request their use. However, the
relationship is very much that of a subordinate asking permission to accomplish
desired functions. There is not conception of the user task controlling the

system and simply delegating certain utility functions to the operating system.
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This presents a problem in that it is the IVAM software which must be in charge
because only the IVAM system has any knowledge of the physical resources of the
crosspoint system. Also, IVAM seeks to pass data from one process to another
without writing it out to a disk file. Unlike many operating systems, RSX 11/M
does provide mechanisms for accomplishing this, but only at the expense of perman-
ently partitioning the memory. Similarly, while the system claims to handle
real-time events, it is really not suitable for controlling time critical proces-
ses. It is very easy to attempt what seem not to be particularly taxing
operations, only to find that they cannot be made to work reliably because of

the overhead involved in initiating and servicing I/0 requests. Overall, RSX 11/M
provides some very good features for program development, but does not accede

gracefully to the needs of a dedicated system with time constraints.

3.4 Development

3.4.1 TABSYS

TABSYS is the name given to the data tablet based system which was used
during the IVAM development as a test bed within which to program the IVAM modules
and to test visual formats and techniques.

The Data Tablet is a device which senses the position of a special
electrically connected pen on a 22" square tablet. The tablet has a grid of
equally spaced wires in both the horizontal and vertical direction. These wires
are selectiveiy activated-as transmitters of a signal which is picked up by an
antenna in the pen. By checking the timing and amplitude of the signals picked
up by the pen it is possible for the circuitry to infer the X, Y position of

the pen on the tablet to an accuracy of within 1/100 inch. The pen's position

is sampled at any rate up to 100 samples per second. In addition to providing
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a means of generating test curves for the IVAM software, the tablet was used
for pointing within the two dimensional screen space and for selecting and
sequencing IVAM modules. These functions were possible because only part of
the tablet was used for drawing curves. Much of it was divided into control
blocks which when touched, caused a specific function to be executed. While
some of these functions required a variety of input parameters, the user did
not have to remember them since the system would ask him for each parameter as
it was needed. Many of the module parameters did not have to be stated expli-
citly because they were implied by the operation or embedded into the control
structure of the tablet system. In fact, some of the control blocks invoked a
lengthy series of modules with a single command. Only those parameters likely
to be varied by the user are requested by him.

While IVAM will operate as an automated system, it must also have an inter-
active capability during development, field installation, and even, to a lesser
extent, during production. During development there is a need to interact with
the IVAM modules. First, the logic associated with the video chain modules is
quite complex, and the number of possible pathological cases very large. While
many cases could be analyzed formally, others were only likely to be discovered
after extensive experience. Also, when a new error condition is discovered, it
often takes a number of examples before the unique features of the new case can
be isolated. Therefore, the tablet provided an extremely flexible way of
generating and debugging g;aphic software. Second, the tablet provided a powerful
tool for exploring the visual characteristics of NTSC video. As has been
reported earlier,NTSC color is quite different from the RGB (Red, Green, Blue) color
that the computer necessarily thinks in terms of. NTSC encoding provides band-
width constraints that make it impossible to make clean transitions from one

color to another. The bandwidth constraints also make it impossible to draw a
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narrow vertical line of any given color because the signal cannot respond in
the time it takes the video scan to traverse the line. Before it can make the
transition to the new color, it is asked to return to the background. While
earlier color studies had identified a number of rules, additional color issues
surfaced in practice. Using the tablet, it was easy to tune the colors
suggested by the studies so they would fit the particular kind of use for which
the color was being employed in a given image. The rules for domains, lines,
and crosshatching turned out to be quite different. Third, the tablet was used
to explore the composition of video frames. By making it possible to repeatedly
regenerate an image with slight variations, it is possible to refine the under-
standing of what makes an effective presentation. Alphanumeric placement, line
width, crosshatch parameters, contour intervals, and colors can all be varied
with ease. Of course, this process need not be repeated with every image, but
it is important when developing a new segment.

During field implementation a certain amount of interaction with the system
is required to tailor it to the particular location. The character of a
particular segment may change, based on the local geography. The rules for alpha-
numeric placement might have to be adjusted to fit the particular locale. The
definition of"local' and "regional will definitely vary from one locale to another.
Also, the identification of cities of interest will have to be made, and the
question answered as to whether any specialized segments have to be designed
specifically for a particular IVAM site.

During Production, any IVAM site would have only a limited interactive ability.
At the minimum, the system must allow the forecaster to take control in severe
weather situations. However, in the case of products such as a pollution alert,
where all the information is generated locally, it may be desirable for the fore-

caster to preview the image before it is broadcast. This requires an interactive
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capability. Even if standard operation requires no interaction, there is no such
thing as a static system. Every major system is subject to continual refinement
and software maintenance. Therefore, it is useful to provide a means of inter-
acting with the system, so this update process is easier.

The tablet system was designed to ease the development task. Therefore, it
included debugging aids, as well as a number of features that were peculiar to the
development circumstances. For instance, since IVAM had no color display device
committed to it, it originally used the limited graphic capability of the ADDS
Terminal which provides a monochrome raster of 72 lines by 160 elements. During
development IVAM was to use the center digital terminal which became operational
in February of last year. Since the medium speed interface which was to connect
IVAM to the Digital Terminal was not completed until June 1977, it was necessary
to make a more circuitous connection with this display. An RS232 interface was
effected between IVAM and McIDAS. Then IVAM packets were sent to McIDAS, which
then relayed them to the Digital Terminal. The status packets from the terminal
were then returned to McIDAS which sent them to IVAM. At 1200 baud this inter-
face was very slow, but it did allow the test and development of color graphic
software earlier than would have been possible otherwise. When the medium speed
interface was installed it became possible to send packets directly to the
display terminal which was at least one hundred times faster than the earler
method. More recently a hardware fill-in box was added which changed the display
path yet again. During the development and debugging of each of these steps it
was important to have the older means available, both as backup and as a reference
in case problems arose. Furthermore, since the digital terminal was also used for

other projects it was often helpful to be able to revert to the ADDS when the Digital

Terminal was in use. These options were preserved by having the system

ask the user which display device he was using before it output. Thus it was very
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easy to switch from one display method to another. This capability was extremely
easy and frequently used.

From a user point of view, Tabsys provided a number of possible functions
which had intuitive meaning to the user, Once he had selected one of these,
the system would ask him for any additional information it required to effect
the operation. In some cases no additional information was required, and the
execution proceeded immediately. The additional information would include the
selection of a display device, an input or output array, or specific parameters
such as latitude or longitude windows. The functions, the prompts they make to
the users, and the modules used to implement them will be described below.

DRAW

Touching the large control block in the lower left corner of the tablet
signals the computer that the user wishes to draw a curve with the pen. The
system will then ask him which array he wants the data to be stored in, and which
device the output should appear on. While this function is typically used for
drawing a shape which will either be line-widened or filled in, its output could
be used for other purposes. For instance it could be used to define an intensity
versus time relationship for a pulsing effect which would highlight a particular
symbol. It could also be used to define the path that a moving object would
follow in an animation sequence. The size, speed, and intensity of the object
as it moved along that path could be similarly handled. The end of the drawing
process is signalled by téuching the control block a second time. If the user
attempts to enter too many points, the drawing function exits and displays an
error message on the ADDS. Then it returns to the control level, and displays

the message, "AWAITING COMMAND."
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ERASE

The Erase block is used to erase either the ADDS or the RAM Refresh on
the Digital Terminal. It asks which device is desired, and then effects the
operation.

EXILT

The Exit block causes TABSYS to exit unconditionally. All system wrap—up
is accomplished, In particular, IVAM returns control of the Digital Terminal
to McIDAS.

PLOT

The Plot block causes the system to plot the curve contained in the indi-
cated input array on the indicated device. The result is a continuous single
pixel wide curve on the display. Thus each pixel is immediately adjacent to the
preceding and following points on the curve. This function requests the display
device, the input array, and the output array. The output array is used as a
work space. It invokes the execution of the SCAN and CONVERT Module, followed
by the transmission and display routines.

CLOSE

The Close function chooses a curve so that it can be filled in. It asks
only which array the points are in. The closing is done by‘copying the first
point in the array immediately after the last point, so the first and last
point are identical. This is necessary to assure that the scan conversion
process interpolates all of the points between the first and last point. Since
this is not always desired it is necessary to indicate this function explicitly.

FILL

The Fill function performs a complex function, and contains many alternative
execution paths. Tts function is to take a curve and fill in either the area
enclosed by the curve or the whole screen except for the area enclosed by the

curve. It can do either a solid or a crosshatch fill-in. It asks for the input
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easy to switch from one display method to another. This capability was extremely
easy and frequently used.

From a user point of view, Tabsys provided a number of possible functions
which had intuitive meaning to the user. Once he had selected one of these,
the system would ask him for any additional information it required to effect
the operation. In some cases no additional information was required, and the
execution proceeded immediately. The additional information would include the
selection of a display device, an input or output array, or specific parameters
such as latitude or longitude windows. The functions, the prompts they make to
the users, and the modules used to implement them will be described below.

DRAW

Touching the large control block in the lower left corner of the tablet
signals the computer that the user wishes to draw a curve with the pen. The
system will then ask him which array he wants the data to be stored in, and which
device the output should appear on. While this function is typically used for
drawing a shape which will either be line-widened or filled in, its output could
be used for other purposes. For instance it could be used to define an intensity
versus time relationship for a pulsing effect which would highlight a particular
symbol. It could also be used to define the path that a moving object would
follow in an animation sequence. The size, speed, and intensity of the object
as it moved along that path could be similarly handled. The end of the drawing
process is signalled by t6uching the control block a second time. If the user
attempts to enter too many points, the drawing function exits and displays an
error message on the ADDS. Then it returns to the control level, and displays

the message, "AWAITING COMMAND."



3-32

ERASE

The Erase block is used to erase either the ADDS or the RAM Refresh on
the Digital Terminal. It asks which device is desired, and then effects the
operation.

EXIT

The Exit block causes TABSYS to exit unconditionally. All system wrap-up
is accomplished, 1In particular, IVAM returns control of the Digital Terminal
to McIDAS.

PLOT

The Plot block causes the system to plot the curve contained in the indi-
cated input array on the indicated device. The result is a continuous single
pixel wide curve on the display. Thus each pixel is immediately adjacent to the
preceding and following points on the curve. This function requests the display
device, the input array, and the output array. The output array is used as a
work space. It invokes the execution of the SCAN and CONVERT Module, followed
by the transmission and display routines.

CLOSE

The Close function chooses a curve soO that it can be filled in. It asks
only which array the points are in. The closing is done by copying the first
point in the array immediately after the last point, soO the first and last
point are identical. This is necessary to assure that the scan conversion
process interpolates all of the points between the first and last point. Since
this is not always desired it is necessary to indicate this function explicitly.

FILL

The Fill function performs a complex function, and contains many alternative
execution paths. TIts function is to take a curve and fill in either the area
enclosed by the curve or the whole screen except for the area enclosed by the

curve. It can do either a solid or a crosshatch fill-in. It asks for the input
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array, the output array, the output device, whether it is to be an inside or
outside fill-in, and whether crosshatching is desired. If the crosshatch
feature is requested additional information is required to control its opera-
tion. Crosshatch requests the delta-X and the delta-Y for the slope of the
crosshatch line, as well as the offset which is analogous to the Y-intercept
of the base line. The width of the crosshatch line and the width of the gap
separating them is also requested. Most of these parameters may be multidigit
integers. These are specified, using a part of the drawing area which has a
special function when integer inputs are desired. This area consists of an

array of twelve control blocks as shown below:

5 —
4 9
3 8
2 7
1 6
) CR

When integer parameters are requested, the user touches the digit control
blocks, starting with the high order digit. The end of a multidigit integer
is indicated by touching the CR (Carriage Return) block. A number is made nega-
tive by touching the negation block after the rest of the digits and before the
CR. X

The modules used by FILL are SCAN, CONVERT, PREPASS, LINK, SORT, PACK, and

FILL, as well as the display and transmission routines.

LINE WIDENING

The Line Widening function is similar to PLOT except that the width of the

line can be controlled. This is done by drawing a rectangle about each point
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along the plotted line. The length and width of that rectangle is requested of
the user. The input and output arrays are also requested, as well as the device
on which the curve is to be displayed. The system then proceeds to fill in the
rectangle about each point on the line. The effect is that the line is widened
and its appearance is more pleasing because it is more stable. As in PLOT, only
the Scan Conversion Module on the display and transmission routines is used.

SMOOTH

The Smooth block causes the points in the indicated array to be smooth by
the indicated smoothing window. The window is the number of neighboring points
on the input curve that are used in the weighted average that is computed for
each point. Input and output arrays are requested, as well as the smoothing
window.

MOVE

The Move function allows the user to place objects on the screen. The
operation assumes that the user has previously performed the following actions:
First, he has moved the cursor to the current center of the object. Second, he
has touched the MARK control block so TABSYS would store the cursor position.
Third, he moved the cursor to the new position. Then, when he hit the MOVE
control block, the points in the input array are translated by the X and Y
differences between the two cursor positions. Notice that movement is completely
relative and so the two cursor positions could specify only the direction and
magnitude of the movement without requiring any knowledge of past and future
position. This function requests only input and output arrays and uses the MOVE
module.

SCALE

The Scale function allows the user to scale a curve by an arbitrary scale

factor. While what scaling means seems intuitively obvious, the function actually
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involves some subtle issues in computer terms. If the coordinates defining
the object are scaled, then the object is moved as well as shrunk. However,
if an object is scaled with respect to its own center of mass, its scaling will
appear proper only if it is defined in isolation from other objects. For
instance, if a group of objects are each scaled about their respective centers,
their relative positions are changed by the scaling. For a group of objects
to be scaled together, they have to be considered with respect to a common
center. In fact one method is not right and the other wrong; there are cases
where each is appropriate. Tabsys allows the user to choose either of the
methods. When a symbol is to remain fixed on the screen as it is scaled, the
center is computed from the points themselves. However, if the curve is part
of a larger scene, the center of the scaling must be provided externally. This
ability to scale about an arbitrary point is also true with alphanumerics, as
will be discussed later. The user is asked to specify input and output arrays,
the numerator and denominator of the scaling factor, and whether or not scaling
is to be done about a specific point. The Scale module is used by this function.

ROTATE

The Rotate module rotates the points in an array about an arbitrarily
defined center. The function assumes that the user has moved the cursor to the
point about which he wants the object rotated. He is asked for the input and
output arrays and the angle of rotation in degrees. The rotated points are left
in the output array, not displayed. The Rotate module is the only one used for
this function.

PLOT MAP

The Plot Map function is similar to PLOT except that it is prepared to handle

maps defined in standard plot format where the sign bit is one as long as the pen
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is down, and zero only when the pen is lifted and a discontinuity occurs. This
function allows the user to indicate a particular storage file and then a parti-
cular latitude-longitude window which will map on to the corners of the screen.
If the area in the map file is greater than that included in the window, the
points outside the window are clipped properly and not shown. Notice that this
function does not, itself, do any transformation of the maps because there is
not sufficient space within TABSYS to run the mapping transformation. In fact,
there is not sufficient space for the entire U.S. grid to be read in and
plotted in a single operation. The U.S. grid is currently broken down into
three separate files which are read in separately. If a transformed map is
desired, it is assumed that the points in the mapfiles have been transformed
external to TABSYS. Points can be plotted in arbitrary rectangular coordinates,
stereographic projection, or satellite projection. The only difference is that
the corners of the plot window must be entered with their transformed values.
This function also allows the user to control the width of the lines used

to plot the maps.

COLOR
The color functions under TABSYS are very useful, but some explanation of
the digital terminal is necessary to understand them. The digital terminal has
two independent display devices whose images are shown on a single screen.
One of these 1s a digital ?isk where satellite imageé were stored, and the other
is the three-bit deep bit map memory. Each of these display sources has its
own enhancement table. Therefore, while most IVAM graphics were shown from the
bit map memory, it was still necessary for IVAM software to be able to deal with
both kinds of display. With the color selection functions, it was necessary to

identify first which device color table was to be changed, and then to identify
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which entry was to be changed, then finally to select the color value which is

to be stored in that entry. The functions that follow perform these operations:

Select Current Index

This function does not effect any color change; it merely identifies which
device and which entry within that device's color table is to be changed. The
actual assignment of color is accomplished by a later operation. This function
asks the user to indicate which channel is desired. Channels A and B are disk
channels and C is the bit map memory graphics. The bit map is selected by
touching CHANNEL SELECT WRRRM, where WRRRM is the SSEC term for bit map.

After the channel has been selected, the user is asked for the index which is
to be selected within the device's color table. He can select the index level
he is interested in without knowing its numeric value. As the pen is moved
around the drawing area its position corresponds to the various enhancement
indices. The actual relationship is that the drawing area is divided hori-
zontally into two rectangles. The horizontal positions in the upper rectangle
correspond to levels 0-31, and the horizontal positions in the lower rectangle

corespond to the levels 32-63.
DRAWING AREA

level ¢ —P &— level 31

level 32 ———? &1— level 63

The two disk channels do in fact allow all 64 levels to be defined;

however, the enhancement table associated with the bit map has only seven valid
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levels currently (Level 0 is excluded because it is always used to select

the disk image; i.e., wherever the bit map contains level 0, the disk image is
visible; elsewhere, the bit map graphics cover the disk image). The user
receives feedback about the current location of the pen because the corresponding
entry in the enhancement table is repeatedly zeroed and then restored to its
original value. The visual effect is that all of the points on the screen which
are currently assigned that value appear to blink. Thus, to select the enhance-
ment level associated with a particular point on the screen, the user simply
moves the pen around until that point blinks. He then fixes the blinking level

and exits by touching the same control block again.

Select WRRRM Level

Since most of the IVAM work is done with the bit map graphics, it is
convenient to have a less general, but quicker, way to specify enhancement levels
on that device. The Select WRRRM level control block does that by allowing the
user to indicate the integer value of the enhancement index required.

Color Wheel

Once an enhancement level has been selected, the user can assign color
values to the corresponding entry in the enhancement table, and thus to all points
on the screen with that level, by using the Color Wheel function. This function
allows the user to define the RGB (Red, Green, Blue) values for a color in an
intuitive interactive way ;s opposed to a numeric specification. The two
dimensions of the tablet drawing area do not directly map into the hue, intensity,
saturation coordinates of color. Therefore, it was necessary to divide these
functions on the tablet. The solution chosen was to allow the user to choose a
hue and saturation in one step and then to vary the intensity with another.

The hue and saturation are chosen using a traditional color which is defined on

the tablet surface. As the pen is moved about this circle, its angle relative
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to the center of the circle determines the hue, and the distance from the

center controls the saturation. All colors in the center are white, and all
those on the circumference are fully saturated. Once a hue and saturation
have been chosen, the intensity can be varied by moving the pen in the area
marked B in the next figure. The bottom of this rectangle indicates full
brightness of the hue intensity selection, whereas the points at the top indi-
cate that the intensity is zero. The intensity variation is accomplished by
scaling the RGB values of the color by the factor indicated by position of

the pen in rectangle B. Fine tuning of the RGB values can be done by touching
any of the six squares arrayed vertically to the right of the intensity control
rectangle. These squares allow the user to increment or decrement the red,
green, or blue values of a color individually. The original color that was
assigned before the COLOR WHEEL function was initiated can be restored by

touching square D. During this process the color of the screen points at the

Di|l c

selected level varies with the movements of the pen. This function allows the
user to very quickly consider a wide range of color options. When the user is
satisfied with the color Le has chosen, he touches the COLOR WHEEL block a second
time to exit the function. This fixes the assignment of the selected color which

had been temporary until this point. The exit procedure displays the RGB values

of the color selection on the Adds screen.
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INIT WRRRM

This function sets each of the seven levels of the bit map color enhance-
ment table to a standard color. The result is one standard IVAM color set which
is NTSC compatible.

ENTER ENHANCEMENTS

This function allows a user to enter the integers associated with the known
RGB values of a given color. The user is asked for the channel and then the level.
Then he is asked for the red, green, and blue values separately. The range of
these values is 0-31. This function is used for setting up the colors required
for a particular segment.

DISPLAY CURRENT INDEX

At any point the user may want to know what the currently selected enhance-
ment level is. This function causes the index to be printed on the ADDS.

There are also a number of functions which allow TABSYS to control the
devices and special interfaces that comprise the Development System.

MOVE CURSOR

This function causes the cursor on the display device to track the movements
of the pen in the drawing area. The user is asked to indicate which display
device he wants to use. The cursor continues tracking until the user touches
the MOVE CURSOR block again, which releases the pen and leaves the cursor displayed
at its current position.

MARK

This function causes the current position of the cursor to be stored in the

MARK variable within TABSYS. 1Its application was described with the MOVE command.
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ADVANCE FRAME

This command allows the user to step the image disk that is part of the
Digital Terminal from frame to frame. This operation allows only advancing
the frame number by one. It is self-exiting.

BACK FRAME

This operation is the complement of ADVANCE FRAME. It allows the user to
decrement the current frame number by one.

WRRRM ON/OFF

This function either enables or disables the output of the bit map graphic
display, depending on its previous state.

CURSOR ON/OFF

This function either enables or disables the output of the cursor generator,
depending on its prior state. This operation is important during taping where
the presence of the cursor would be intrusive.

DISK ON/OFF

This operation either enables or disables the display output of the digital
disk, depending on its prior state.

SELECT HARDWARE FILL-IN

This function selects either the hardware or software fill-in. It asks the
user to enter a one if he wants the hardware fill-in. Any other response selects
the software fill-in. The difference between the two processes is the routine
which effects the final interval fill-in in the fill-in module. The fill-in
module computes endpoints of an interval which is to be filled in along a

particular scan line. With the hardware fill-in the X values of these endpoints,

the line number, and the pixel value to be filled in are placed in a transmission
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packet and sent to the terminal immediately. In software fill-in mode, these
same parameters are sent to another routine which computes the points in the
interval and formats all of these points in a transmission packet.

SLOW _SPEED

This command causes the communication with the Digital Terminal to be sent
through McIDAS. It first switches the Medium Speed Interface off, so McIDAS
can communicate with the terminal. Then all communication with the terminal
is done by sending packets to McIDAS through an RS232 line. McIDAS then sends
the packets to the terminal through its medium speed line. The return packets
are then received by McIDAS and relayed back to IVAM.

MEDIUM SPEED

This control block breaks the connection between McIDAS and the digital
terminal. It then connects IVAM to that terminal through its medium speed
interface. The logic of the system operation is not changed at all from the
user's point of view. However, the speed of communication with the Digital
Terminal is increased by a factor of 500.

SET WRMPLT BUFFER SIZE

This is strictly a hardware and software debugging utility which allows
the size of the transmission packets to be controlled interactively when there
are system problems.

DRAW STAR

This is also a test function. It repeatedly draws a test pattern on the
digital terminal, using the hardware fill-in. It quickly demonstrates whether
Oor not the hardware is working. If it is not, the repeated pattern provides a
source of test signals for engineers working on its repair.

VTR ON

This function can turn on a solenoid-operated video tape recorder if one

is connected to the system.
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DELAY

This function causes TABSYS to delay the indicated number of seconds. Its
use is almost exclusively through command files. It is used to provide fixed
length delays during automatic taping.

VTR OFF

This causes the video tape recorder to stop recording.

READ FILE

This operation allows the user to read in any one of 1000 previously defiined
data files. The user is asked to indicate the file number, the space of the
input points, and the array in which they should be stored. Points can be
in tablet space, one of the display spaces, or an arbitrary space.

WRITE FILE

This function takes the contents of one of the TABSYS arrays and writes it
out into one of the 1000 IVAM disk data files. The user is asked to indicate
which array is to be stored and what file number is to be used. The contents of
any previous file with the same name is then inaccessible to TABSYS. However,
the previous version of the file still exists, and can be retrieved through
RSX 11/M utilities.

PRINT

It is also possible to print out the contents of an array during module
testing. At any point the user can request that TABSYS print out the contents
of one of its arrays on the LA 36. The printing is done in octal.

COPY

It is also possible to copy the contents of one array into another, using
the copy block. The system asks for the input and output arrays, and then

effects transfer.
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INTERPRET COMMAND FILE

This function allows a powerful expansion of the tablet system. It gives
the user the capability of defining command chains with parameters which are
stored on disk and then invoked as a single command. The values read into
TABSYS look exactly like data tablet points; however, they are defined in terms
of powerful macros which are then assembled by the DEC macro assembler. For
example, the U.S. grid is too large to be read in and plotted as a single file.
Therefore, it was convenient to define a command file which would read in and
plot the three files of the grid with a single command. The user simply touches
the command file block. The system then asks him which file he wants inter-
preted, and proceeds with the sequence of executions.

EXIT COMMAND MODE

This block is never invoked by the user interactively. It is simply the
last step in any command file. It tells TABSYS to exit the command file
processor and return its attention té the tablet.

MACROS

The command file macros allow the user to define complex chains of IVAM
tablet commands and to store them in disk files which are read in and
executed by the Command File Processor in TABSYS. A number of low level macros
are already defined which allow the user to simulate the action of the pen on
the tablet through written commands. A macro has been defined for each of the
control blocks defined on ;he tablet. Some of these are expanded directly into
a pair of integers corresponding to a point within the block. Others which
invoke functions rather than just defining values accept a number of parameters
and are expanded into a series of tablet point pairs.

Simple macros include:

MINUS = minus sign
ZERO = integer zero
ONE = 1

TWO - 2
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THREE o 3

FOUR = 4

FIVE = 5

SIX = 6

SEVEN - 7

EIGHT = 8

NINE - 9

CR = Carriage Return

ADDS - indicates Adds

RT - indicates Remote Terminal

ARR1 - indicates Array 1

ARR2 - indicates Array 2

TAB - indicates tablet space =1

MSPEED - selects médium speed interface

IWITWM = initializes the colorizer tables

DISK - generates command to turn Digital Terminal disk
on and off

CURSOR - sets cursor on and off

WRRRM = Sets Bit map on or off

VRECD = Sets VIR in record mode

VSTOP = Stops VTR

The compound macros include:

DEV1 DEV

Specifies device. Accepts either "ADDS" or "RT" as an argument.

TRDIWT  INTVAL, MIN, MAX

generates tablet points required to specify integer '"INTVAL"

INTGEN IVAL

called by TRDINT. Generates tablet point associated with single
digit integer "IVAL."

RDARR TARR

Generates a point corresponding to an array selection. Its one
arrangement must be either "ARR1" or "ARR2"

MAP IN, OUT, SCAL, MNLA, MNLO, MXLA, MVLO, DEV, VER, HZ, DEL

Generates the points necessary to plot the map points held in the "in"
arrayv. It is given minimum and maximum latitudes and longitudes, as
well as the device and line widening parameters.

RGB  CHNL, LEVEL, RED, GREEN, BLUE

Generates the commands necessary to change a single entry in the
Digital Terminal Enhancement table.
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CURROT ARR, ANGLE, DEV, X, Y

Generates commands required by rotation function.

CHATCH DEV, ARR, ORIGIN, NUM, DEN, WIDTH, DIST, OFSET

Generates commands required to do a crosshatch fill-in of domain. The
input array, output device, and inside or outside fill-in are specified.
The numerator and denominator of the slope of the crosshatch lines are
stated, as well as their width and spacing.

MOVDRV ARR

Moves the points in "ARR".

MCURSOR DEV, MARKX, MARKY, FINALX, FINALY

Generates the cursor points for the MOVDRV function.

CTIDX CHNL, LEVEL, NIDXS

Selects colorizer index.

SCALE  ARR, NUM, DEN, ORIGIN

Generates points for SCALE function, including numerator and denominator
of scale factor and whether the scaling is done about the origin or
about the center of the element.

TDELAY TIME

Delays for number of minutes and seconds specified by "TIME" = MMSS
where M = minutes and s = seconds.

SWLEVL LEVEL

Sets the current bit map level.

LABEL TEXT, IX, IY, NUMER, DENOM, LEVEL, R, G, B, DEV

Places the alphanumerics specified by the string TEXT at the position
(IX, IY) on the screen. The letters are scaled by NUMER/DENOM
and displayed at the level and color indicated.

ALPHA  CHAR, X, Y, NUMER, DENOM, LEVEL, DEV
Called by LABEL. Displays one character, CHAR.
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ELEM CHAR, X, Y, NUMER, DENOM, LEVEL, DEV, NUM

Called by ALPHA. Determines name of file containing one of the curves
defining CHAR and displays it.

PLOT CURVE, X, Y, NUMER, DENOM, LEVEL, DEV.
Called by ELEM. Reads in one of curves defining CHAR. Then MOVES,

scales, and fills-in the curve.

The macros defined above can be used to generate complex images. All of the
images in the final tape were generated using this method. In fact, these macros
are sufficient to generate most of the segments described in the IVAM storyboard
once their source data has been stored as IVAM elements. Even the football
sequence from the first tape has been completely described in terms of these

macros.

The Top Level Structure of TABSYS

The overall control structure of TABSYS is very simnle. The
main routine of TABSYS repeats ﬁhe following cvcle of activities until told to
exit. The tablet is read until a point is read from a two inch square 'control
block' of the tablet. Each control block selects a unicue function. The routine
corresponding to the chosen function is then called via a computed goto. When
control is returned to the main routine a branch is taken back to the noint
of the tablet read and the cycle repeats.

Two data structures are used by almost all of the routines.
Two arrays of x and y coordinates are dimensioned in the main routine as follows:

DIMENSION IX(MAXPTS,NARRS), IV (MAXPTS,NARRS)
Each column of the arrays is treated bv TABSYS modules as a sevparate arrav of
coordinates. Thus MAXPTS defines the size of each array and MNARRS defines the
number of arravs. The number or size of these arravs can be changed for the
entire task bv simply redefining the two variables MAXPTS and MARRS in the main

routine (DX:[170,10YTABSYS.FTN). The noints in a given arrav are generallv in
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the raster space of either the tablet, the ADDS.or the digital terminal. The
space of the points in a given array is stored in a table known as the Device
Space Table. This is realized via array SPACE declared in the main routine.
The routine which converts from one raster space to another is the scan con-
version routine (see DX:[170,101SCAN2.FTN). The device space table permits
TABSYS to automatically scan convert noints from one device space to another

when necessarv.

Command Files

TABSYS command files nermit a sequence of functions to

be defined and automatically executed whenever desired. When placed in

interpretive mode TABSYS reads a disk file rather than the data tablet. The

disk file contains values which look like the coordinates of tablet points.
Command ﬁiles are generated external to TABSYS using the RSX-11M macro assembler.
The command files are created via the following sequence: The user creates a
file of macro calls. These macros have highly mnemonic names and are very simple
to use. A single macro and its arguments generate values which look like the
tablet values which would be used to interactively specifv the desired function.
This file is assembled and task built along with a fixed main routine. This
routine is then executed to create the file used by TABSYS. RSX-11M indirect
command files are used to make this process simple for the casual user. When
TABSYS is placed in interp§etive mode it asks the user for the name of the disk
file containing the commands. A flag is then set which will direct subsequent
tablet reads to this disk file. The final values in the file reset this flag

so that the next tablet read is directed to the tablet again. Documentation

on how to set up a TABSYS command file is contained in file DX:[170,4C]CMDDOC.DAT.
The macros used to generate the commands are stored in files DX:[170,40]CRMACT,
CFMAC2, CFAC3, CFMAC4, CFMACS, and CFMAC6. Printouts of these files are in the

binder of TABSYS listings.



I=4Y

The Overlav Structure of TABSYS

TABSYS is rather heavily overlaved to stay within the 32K
task size limit. (In fact task size is limited to 28K because of use of the
device common partition. This constraint could be removed through use of the
interrupt driven tablet driver. (See the IVAM devices document.) The overlay
structure is pictured in Figure 3-3. A thorough understanding
of the task builder's overlay camabilities and constraints is necessary for
modifying the overlay structure. The overlay structure is defined for the

task builder in file DK1:[170,10]TABSYS.ONL.

3.4.2 Video Chain

3.4.2.,1 Definition. The software video chain is a sequence
of processing steps that take image elements stored as sequences of X,Y pairs of
points defined in any arbitrary space and converts them into the pixel by pixel
values that will be seen in the final image. Conceptually these processes
include translating the element curve to the raster space, combining it with
other elements in the image, and filling in the individual pixels of the element.

This process is by far the most important one in the IVAM
system. First, it is the innermost loop in the system, the one executed the
greatest number of times and, therefore, the rate limiting process. There are
250K pixels on the video.screen, and some algorithm must determine the value for
every one of them. 1In fact, each point on the screen may have to be considered
several times for it is common for several elements to be defined at a given

point with only the hishest priority actually showing.
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Because it is the largest process in the system (in terms of number of
operations), it should be an important influence on system architecture and
output hardware design. Similarly, hardware constraints can dictate the type
of video chain which must be used. Because many of the processes in the video
chain are very simple, trade-offs can be made between software, firmware, and
special purpose hardware in its implementation.

Before going into the requirements of the video chain
process, it seems appropriate to review some of the basic concepts of graphics
processing in general and IVAM in particular. First, it was noted that while
there were 250,000 pixels in an output image, the information from which it was
generated was considerably more compact, sometimes three orders of magnitude
more compact. Therefore, it seemed reasonable to postpone this tremendous
expansion of data as long as possible in the processing until right before the
image generation step.

It was noted that a typical weathercast image was made up of
a number of image elements; e.g., a map, cloud areas, contours, annotation, and
special symbols such as wind arrows, snowflakes, and lightning flashes. Also,
the generation of each of these elements is independent of the others. TFor
instance, the processing of the underlying map is not affected by the particular
symbols or cloud areas that are displayed upon it. Similarly, the shape of a
rain area is not computed-from the points of the map it overlays. True, both
the map and the rain area are computed with respect to a common reference
concerning the mapping of points on the screen onto latitude and longitude coord-
inates on the earth. However, both are computed from information that is available
at the beginning of the processing. Beyond that point it is never necessary for
the processing of either to refer to the other. Theoretically, each element

can be properly placed on the screen independently of any other. However, when
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several elements are defined at the same point on the screen it is necessary to
resolve their relative priority so that the higher priority element occludes the
lower at the points where they overlap.

Typically each element is defined as a sequence of X,Y points in some arbi-

trary space. The range of values in the space will differ, depending on the

it gy TP iy o) T

element space 1 image space element space 2

processing history of the element. For instance, maps in satellite projection will
be in terms of the mapped latitude-longitude values of the area being depicted.
Library symbols, on the other hand, will be defined in a totally unrelated space.
In each case, a different transformation must be applied to the points of the
element, so that it is displayed in the proper orientation in the screen space.
Also, the points of the curve that define the element are spaced at arbitrary .
intervals along its length. It is thus necessary to resample the line segments 1
that define it, in order to compute their intersections with the scan lines and .

pixels of the video screen. 1In fact, for reasons that will become clear later,

. uniform
arbitrary i AL
= A e T = raster
sampling ( 3 ;
—_— ) ‘ sampling
O :
Se—. .
\I "
H‘ :

it is not sufficient simply to compute the intersections of the curve within the
scan lines, but to assure that there is defined a continuous curve of adjacent

(line, pixel) raster pairs whose line and pixel values never differ from each other

by more than one.
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Once an element has been converted to the raster space its points must be
re-ordered, so they occur not in the order in which they are connected, but in
the order in which they will be displayed by the video raster scan, which is

quite different.
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Finally, a means must be found whereby the outline of the element can be
used to control the fill-in of the pixels it encloses and/or the widening of the
curve itself.

At this point we have the ability to handle a single element separate from
all others. It is necessary to have a method for combining image elements so
that some are placed on top of others. Finally, it must be possible to place
alphanumerics so they are close to the point they label, but also so the image
is not cluttered or confused by the coincidence of a number of elements in a
single area of the screen. This requires a process which can determine what
elements occur in a certain area of the screen, and decide what placement of the
label is optimal, close enough to its referent so as to be easily associated,
and yet not placed so as to obliterate other important information. These, then,
are the very general requirements on any video chain approach. More specific

requirements that may be peculiar to the IVAM approach follow.
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3.4.2.2. Specific Requirements

There are also requirements which while not universally applicable to
all graphic systems, are necessary to IVAM because of the nature of its task
and its expected operation.

The most obvious of these is the need to fill in the domains defined
by the image elements. If the system required only line elements, the problem
would be infinitely easier. In addition to filling in an element, it is neces-
sary to fill in the screen to the outside of an element, so that all the points
on the screen are filled in with the exception of those enclosed by the element.
This feature is necessary where a graphic frame is defined around a satellite
picture, for instance.

It is also necessary to be able to widen the line representing the
boundary of the element on the screen. Widening the line in the vertical direc-
tion prevents it from scintillating as a single line will, since it is refreshed
30 times a second instead of the apparent 60 times a second for a double line.

Tt would seem possible to handle the line widening of an element boundary differ-
ently from the filling in. However, there are several reasons it is desirable

to use the same method for both. First, while line-widening does not require a
sorting of the points into scan order, this factor does not help when an element
must be filled in with one color and line-widened with another. The reason is
that while line-widening can be done from a more primitive form of the data, it
is in fact not done until after the element is filled in because the widened line
is always a higher priority than the domain it delimits. Therefore, to take
advantage of the unsorted form for the line widening this data would have to be
saved while the processing is done to fill in the domain. Obviously, nothing is
saved and something is lost, for by keeping the same element around in two forms,

the most precious system resource (on-line, random access memory) is being wasted.
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Second, in the case where an element is only to be line-widened and not
filled in, another factor comes into play. In the IVAM system the display hard-
ware is the same as that used to do the image assembly. Therefore, the system
cannot do assembly during the display period, and the system must either be
completelyv idle during the display time, or it must do as much processing as it
can during the display time and store the results in a form that is as close to
the displaved form as possible. If the results are stored, then disk space,
transfer time, and core space become important constraints. Therefore, it is
noteworthy that a single raster ordered format can be a more compact form than
a single plot ordered format. The reason is that on a 512 x 512 screen, 9 bits
each are required for the X and Y coordinates, implying that two 16-bit words
are required to represent the curve in the form in which it is generated. Of
course greater compaction is possible by Delta Coding and Exception Vector tech-
niques. However, if an encoding process is required, it seems economical to use
one which will serve all uses to which the element might be put, and not just one,
particularly since one of the objectives of the encoding here is to keep the
stored form of the element as close as possible to the filled in image, so the
final hardware, software, or firmware process that accomplishes the final fill-in
and line-widening can be as simple as possible.

Another minor argument for storing all curves in raster order has to do with
the possibility that CCD memories might be used for image refresh. Since the CCD
is a cycling shift register it is completely ill suited for random plotting, and
thus it would likely require a raster ordered element even for plotting.

The video chain must also provide flexibility and ease of use. It must be
flexible to allow the full promise of the modules implemented. This means not

that the system be capable of doing everything, but rather that the means used
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to implement what absolutely must be done to assure that any other desirable,

if not strictly necessary, functions that are implied by the implementation be
available for use. It is, therefore, desirable to be able to enter the video
chain at any point so that data can be processed through part of the process,
stored, and then re-entered in the chain. This allows the system the greatest
flexibility in its strategy for performing the IVAM task. It is, therefore,
required that the video chain not be a single unit of processing, but instead

a sequence of modules which are, in fact, implemented separately and invoked
one-at-a-time by the system. While this requirement might appear to slow down
the operation of the video chain, it clarifies the separate phases of the proces-
sing and allows one to consider each step as a candidate for special purpose hard-
ware or firmware. It was recognized early in the program that percentage effi-
ciencies in the software operation of the video chain were of no significance
compared to order of magnitude gains promised by hardware or firmware implementa-
tion. Given the continual flux in the trade-offs available, it seemed prudent

to take an approach which would preserve the hardware options and allow the
software to be used in radically different display hardware environments.

The video chain should allow for independent processing of image elements
to allow for the use of multiprocessing, both in parallel processing and pipeline
forms.

A final requirement was imposed during the development process which would
not be present in a production crosspoint system. Since the Crosspoint System
was never integrated, it meant that the Video Chain modules had to run on the 11/40
where less space was available since it had to be shared with RSX 11/M, Fortran
Library routines, control code, etc. This space constraint forced some compro-

mises that could be easily undone in a production system. These compromises affect
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not the design of the modules, but the order in which they are executed, The
effect of these decisions will be cited where appropriate below.

The video chain also had to allow for the effect of the coarse resolution
of the raster space. Due to this effect, it is possible for an element which
is well-formed in an X-Y space to cross itself in the raster space, particularly
where small features are involved, as as the laces of the football shown in
the first IVAM tape. Since any fill-in process may be confused by self-crossing

curves, the Video Chain must either accept such occurrences or correct for them.

3.4.2.3 Alternative Methods

A number of alternative methods were considered for the video chain.
Some of these turned out to have conceptual difficulties that became apparent
as their details were considered. Others, while perfectly practicable, were
excluded because of the nature of the IVAM task and the kind of hardware trade-
offs that appeared propitious. A number of these alternatives will be discussed
here, and the reason why they were excluded will be given. Some other options
which are specific to the process of contouring will be discussed in a later
section.

There are several major categories of possible video chains. The first
division is made between approaches that merge elements before the fill-in process
and those that do not. Since elements are generated independently and therefore
may overlap on the screen, it is necessary to resolve the conflict and determine
which element has priority. In the early days of IVAM when memory was far more
expensive than it is now, two merged processes were considered. These differed
in when the priority determination was done. In each case each element was sorted
into a merged construct which contained an ordered list of the pixel locations

at which each element intersected each line.
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Line 250: 100, A, 200B, 250A, 400B :T—q)

A

C

This construct contains all of the information required to generate the final

image and typically requires one tenth the space or less. At one point,

storing these outline images was considered in lieu of generating filled-in images.
This construct would have saved image storage and allowed the transmission of a
more compact form of the image. The ultimate fill-in could be done in real-time
by a special hardware processor. The design of this processor could have been
simplified by resolving element priorities in the software so the example earlier
would be stored as

Line 250: 0C, 100A, 250B, 400C if A was higher priority than B or

Line 250: 0C, 100A, 200B, 400C if B was a higher priority than A.
In this case the design of the expander is quite easy, and its ability to operate
in real-time guaranteed.

The implementation of a merge process was postponed because of space constraints
on the 11/40. Inherent in the merge approaches described above is the need for
space for the input elements and the outline image construct simultaneously.
While the LSI 11's in the crosspoint system could dedicate their entire memory
to this process, the 11/40 had to share its memory with a large operating system,
device partitions, and other overhead. Therefore, an implementation expedient
was considered which had some merit in its own right. This alternative made
the merge process the final output from the system. Consequently as each line
of the image was merged, it would also be filled in and the result stored on the
refresh disk. Since there is no need to store the merged construct, the space

requirement is relieved tremendously.
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A number of difficulties were noted with all merge approaches. First, the
process in all of its forms requires a great deal of space equal to the sum of
the elements. In most cases an LSI 11 would be sufficient to perform the opera-
tion. In the rare cases where too much space was required, the upper and lower
part of the screen could be considered as separate images and merged separately.
While the solution would be straightforward, implementing the software to get
around the lack of space would be an unwelcome burden and would clutter up the
system. Second, the expansion process was made more difficult by the line-widening
requirement which either greatly increased the number of entries in the outline
construct or the complexity of the expansion proces. Third, the merge process
is a very time-consuming one, and with the line-widening requirement, competes
with the fill-in process as requiring the most cycles. Fourth, any of the
merge processes would require several months to implement and debug. For these
reasons one of the software inputs to the Assembler design study was that a system
that obviated the merge process would have great merit.

The second class of approaches accomplishes the merge process by generating
the elements separately and then overlaying them in order of ascending priority.
In this way the higher priority elements overwrite the lower. The fill-in process
is lengthened somewhat because any given point on the screen may be filled in
several times.

In order to do this sort of cumulative merge there must be a screen-size
resource somewhere that can be used for the fill-in process. 1In the old McIDAS
software there was a construct called the Plot File which was used for a similar
purpose. However, since the construct was too large to reside in core all at
once, it was necessary to swap parts of it in and out from disk. As the disk
access was very slow compared with the software, the disk swapping became a

critical bottleneck in the system, and all of the software had to be designed
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around it. Obviously, any process that depends on mechanical movement within one
of its inner loops is going to be very slow. Therefore, we were loath to
consider such an implementation, particularly since the development system was
severely limited in its disk resources.

The second such approach is the much more desirable bit map memory which
provides screen size resource to work with, and allows the image generation
to proceed undistorted by hardware constraints. With such a resource elements
can be filled in one at a time without regard to the other elements.

A third method of avoiding the merge would be to have separate hardware
expanders for each element. Then the priority determination would be a matter
of simple gating. Since the elements would never be merged, and so need only
occur once in the system, it would be possible to take advantage of the tremendous
element redundancy from one image to another. It would, therefore, allow easy
sequencing between similar images by deleting and adding only the elements that
change without either recomputing or restoring the whole image. With such an
approach a certain degree of animation could be maintained easily. However,
there were two problems with this approach.

First, as mentioned earlier, a line widening expander capable of real-time
operation is difficult to design. Second, the multiple expander approach would
distribute rather than concentrate the video rate circuitry. This means that
the circuitry is inherently unreliable and difficult to design with confidence.

The third class of video chain design assumes the existence of a random
access bit map memory that can be read back. This approach observes that all of
the information required to fill in an element must be contained in the curve
itself. Therefore, it might be possible to write the element into the bit map

memory immediately after it is converted into raster order. Then it should be
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possible to rescan the element in the raster space in raster order in a way

that provides the information needed to fill it. If this were possible, the
scan ordering process could be eliminated. Such a process would probably take
at least 1/30 second as it would have to scan the frame memory to locate the
element and then determine the area it encloses before filling it. This

process could be abbreviated if it were initialized to start on the first line
on which the element occurs. The process could be improved if the earlier one,
the one that computed the intersections of the element with the raster line,
kept a list of the element points that occur on its top line. From knowledge

of these points it can control the fill-in process by following both sides of
the curve down the screen a line at a time. As the element branches a second
pair of lines will be formed and both followed down the screen. Similarly, a
process could operate from a point within a domain to fill it in, again under
the control of a special purpose processor. Such algorithms would not be suffi-
cient where a domain had a hole in it, as a cloud might easily have. 1In this
event the process must be modified considerably, but not so much as to be
impractical. The curve defining the hole is handled as a separate element. It
has to be because otherwise the scan conversion process would interpolate a line
from the outer curve to the inner one. Since the inner curve has been handled
separately by the same process that handled the outer one, its starting line

has also been determined.- Therefore, both elements can be written into the
frame memory. The outer element can be filled in until the top of the inner
element is encountered. The process then would be restarted and the other points
from the inner and outer elements would be handled together as a single element.

It appears that this algorithm would work as desired. The only problems would
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occur when two elements at the same level are in immediate proximity or actually
overlapping. In this case, if the desired result is the union of the two domains,
the algorithm may not operate properly. The result is more likely to be the
exclusive OR of the two domains, as is desired when one describes a hole in the
other. When the elements are contiguous, it is possible that pathological cases
will exist. This problem of multiple domains at the same level can be handled
more confidently by one of two strategems. First, the element to be filled can
be drawn in at a special reserved level which is not used for any other purpose
and will not appear in the final image. As the fill-in process proceeds, it would
be writing a different level -- the one that was to be assigned visually to the
element. However, the processing of each line would be in terms of the reserved
level which would then be overwritten by the Fill level. This procedure is fine
as long as the algorithm never has to look back to see what the curve was doing

on previous lines. Bench checking analysis suggests that the algorithm would
work this way, but until it is checked on real or simulated hardware, there is

no way of being 100 percent certain. Alternatively, if two-frame memories are
available, a copy of the element can be written into one frame at a unique value
used as a reference while the actual fill in and scan is performed in the other
frame. In this case the problem of overwriting its own context information does

not exist. This approach will handle any case as long as the elements themselves

are well formed.

A more conservative and more secure path is to perform a preprocessing step
on the raster space points which are still in the order in which they lie along
the curve. This process would navigate the curve and determine the local
context of each point; i.e., whether the points before and after are on the same

line, the one above, or the one below. This context information is sufficient

to guide the fill-in process later. It preserves information about the curve
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that would be destroyed in the raster sorting process. This information can
be encoded with each point in the space of a few bits. Also, the information
required for line-widening is also included so the same construct can be used
for both fill-in and line-widening.

This construct can be used in two ways. If two read-back frame memories
are available, it can be written into one with each of the control bits being
given a different level. Then this frame can be scanned and the control values
encountered used to guide the fill-in process on the other frame. If there are
read-back frame memories the points in the prepass construct can be sorted
into raster order and then used to control a software fill-in that writes directly
into the frame memory. This method requires extra processing steps, but is
unavoidable if it is not possible to read the frame memory. It does also have
some advantages in that the fill-in process that results is very simple and
can be implemented in hardware or firmware. Also, the construct that is used
for the scan sort process can be used for other purposes which will be described
later.

3.4.2.4, Method Chosen

The method chosen was the last one described. It was chosen
because it met all of the requirements mentioned earlier and because its use
obviates the merge process. It assumes the existence of at least a write-one
frame memory that allows a selective write (one in which it is possible to only
change part of a line without affecting what is already written there). It is
consistent with a CCD or RAM based frame store or read-modify-write disk opera-
tion, although the latter would be tediously slow. In practical terms the
decision was possible because of an accompanying hardware decision. The require-
ment for a crossfade between satellite images mandated the existence of at

least two frame memories in the output assembler. Therefore, it was natural, from
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a software point of view, to consider using these frame size resources to do

the frame processing. Within the Assembler design decisions that are so far
committed, the existence of such frame stores and their use for accumulating

image elements is assured. The availability and sufficiency of read back
algorithms is not guaranteed, and cannot be until equipment . capable of

running them is built or a completely divergent simulation of such a device is
performed. The path chosen is consistent with such equipment but does not requtre
it, and therefore could be implemented during the development period.

3.4.2.4.1, Case Analysis

The discussion of the method used in the IVAM Video Chain
becomes more detailed and will deal first with the problems that must be solved
and only then with the modules that are used to effect the solution. This is
done because the algorithms employed would seem very obscure without an over-
view. Also it is the analysis as much as the code that constitutes the results
of the study.

The problems that must be addressed are:

1. The conversion of a curve defined in an arbitrary

X-Y space into the uniformly sampled raster space.

2. The determination of whether a curve which
crosses the boundaries of the screen includes

the origin (line 1, pixel 1) within it.

3. The detection of any anomalous features such
as a curve crossing itself which is unlikely with
mathematically generated elements such as contours,

but can happen whem elements are scaled.
4, Points which lie off the screen must be deleted.

5. Points which lie along a horizontal line section
of a curve and are not the endpoints of the line are

redundant and can be deleted.
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6. The local behavior of the curve must be
encoded at every point while it is still in

curve order.

7. The raster space curve must be sorted into

scan order as opposed to curve order.

8. The scan ordered points must be packed into
a concise format which will facilitate the fill-in

process.

9. The fill-in process assigns the pixel-by-pixel

detail to the interior of the element.

10. The fill-in data must be sent to the system display.

The approach that all of these steps assume is that there is a basic order to
a closed curve. (A closed curve is one where the last point and first point coincide
and, therefore, by the Jordan Curve Theorem, divides the space into two domains,
an inside and an outside.) This order is suggested by the observation that each time
a scan line encounters the boundary of a curve it is either entering or leaving

the domain it encloses.

In addition, these occurences appear at first glance to alternate; i.e., if the

first crossing enters the second leaves, and the third re-enters and so on.

(E\r e

.

If this is true, the fill-in process becomes very simple indeed. It could be
accomplished with a single integrated circuit (a flip flop). In fact we have
built hardware that demonstrates that a limited form of graphics is possible

with just such an assumption. In fact, if elements were constrained not to
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overlap and not to change their direction too abruptly, a real-time fill-in
would be sufficient. However, the behavior of the element curves and their
relation to scan lines is somewhat more complex than that. For instance, it
is possible for only one point on a curve to intersect a particular scan line.

Va)

We refer to this as a "cusp." (:3

It would obviously violate our even and odd crossing assumption and produce

It would be possible to detect and delete such features from a curve. In fact,

the following result:

it can be argued that a single pixel is a meaningless feature in the color video
world, since no aspect of the NTSC color encoding system can respond in one

pixel time. However, while such a feature has no color of its own, it does have a
luminence and its appearance or absence can be detected visually. Also, the color of
the area of which it is a part is associated with the isolated pixel by the eye.

For these reasons this case is handled within the video chain. Another case which

violates the evenness/oddness assumption is that of a curve that is tangent to

g

Here the number of points has nothing to do with entering or leaving the domain.

a particular scan line:

What is done is to delete the interior points as redundant, and to keep only the

endpoints, thus preserving the evenness/oddness: Q a

s

This case can manifest itself anywhere along a curve as shown below:
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Note that the function of such a pair of tangent points is not identical to a

normal boundary case because the section between the two points is always inside

the domain regardless of what was happening before the horizontal section and

what will happen after it. Therefore, the points between the endpoints of

such a section should be filled in, and the fill-in process should revert to

whatever domain it was in before it encountered the line section afterwards.
This kind of line section must be distinguished from another kind of hori-

zontal section where a domain change does occur:

S Al i e
(o ) f o sl

In this case again the interior points are deleted and the endpoints saved.

Again the section between the endpoints is always filled in. However, the domain

changes after the second point in the pair is encountered. Thus such a pair
together have the effect of a normal boundary point.

These cases suffice for closed curves which do not intersect the edge of the
screen. -

The remaining cases are those that intersect the edges. These can be handled
correctly if the knowledge of what the curve does off the screen either is available
or unnecessary, as in the case where the curve is assumed to starton the screen as
a contour typically does. Thus, closed domains that cross the edge of the screen

will be considered separately from open domains whose endpoints are on the edges.
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If a curve originates on the top, bottom, or right edge, it will be handled
properly if it is a cusp or a normal boundary case. A curve that intersects
only the right edge will be handled properly in all cases. A curve that ends
with a horizontal line section on either the top or bottom line will be handled
properly only if it is treated as a domain change case.

This leaves the left edge cases unaccounted for. There are two kinds of
control involved along the left edge. First, there is the normal left to right
scan. Second, there is the top to bottom scan which initializes the horizontal
scan at the beginning of each line. 1In the case where a scan line starts at a
pixel where there is no curve, the first pixel must be assigned some value.
Therefore, there is the additional issue of keeping track of domains vertically.
Domains are entered and left only when they intersect the left edge. Therefore,
the left edge cases observe an evenness/oddness discipline similar to that
described earlier for the horizontal scan lines. O0dd left edge intersections
are entering the domain, and even ones leaving it. If the origin (X=1, Y=1) is
included in the domain, this order is reversed. Therefore, the vertical domain
state must be updated upon each left edge intersection. The vertical domain
state is then used as the intial value for each scan line where the left edge
is not intersected. As was the case in the horizontal, not all left edge inter-

sections have the same effect. There are normal and horizontal line intersections.

normal horizontal line
< intersection (J intersection

In this case cusps are indistinguishable from normal intersections. For the

normal intersection there are two subcases, depending on the local slope of the
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curve at the intersection. In both cases the action to be taken is similar

(

except that when the slope is positive the domain change occurs at the intersect,
and when it is negative, it occurs on the line after the intersect.

In the case where the curve intersects the left edge with a horizontal line
section, there are in fact four different cases. When the intersect is an odd
numbered one along the left edge, the action required is the same as that required
for the normal intersection except that the local slope is determined at the
right end of the horizontal line section. On even numbered intersections, the
actions for positive and negative slopes are reversed.

All of the above analyses assume that the origin (X=1, Y-1) is known to
be either inside or outside the curve. If a curve is closed and does not cross
any edges, the domain it encloses does not include the origin. With an open
curve such as might be generated by contouring, the generating process determipes
whether the curve includes the origin. With a closed curve that crosses the
edge of the screen, the disposition of the origin is more complicated because
it requires analyzing poinFs off the screen as well as those on. Basically
what must be done is to determine whether there are an even or odd number of
true crossings to the left of the origin. A true crossing is a scan line inter-
section which is either a normal boundary case, or a horizontal line domain
change case. If there are an odd number of crossings, the origin is included.

If there are an even number of crossings, the origin is not included. In any of

these cases, the areas filled in can be reversed completely by arbitrarily
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choosing to do an outside fill-in. In this case the origin is initialized to
the opposite of its true state. The fill-in algorithms will fill in all the
points which are not enclosed by the curve exactly as desired. This feature
is useful for providing frames around images or windows through which data can
be seen.

Another case which must be considered is that of a donut or any topologically
equivalent domain with one or more holes through it. This case occurs commonly
where rain clouds contain clear areas (for example). Such cases can be analyzed
as follows: First, it must be assumed that none of the curves defining either
that of the enclosing domain or those of the contained holes cross or contact
one another. Therefore, each of the holes is a proper subset of the enclosing
domain. Second, each of the curves is properly defined and amenable to the
even/address discipline described earlier. Then the discipline that works for
single domains will work for domains with holes if the intersects of all of

the curves involved are sorted together in scan order.

LI L

Domain state
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During the fill-in scan, the hole defining curves are first encountered
when inside the enclosing domain, thus switching the domain state to the back-
ground. Even encounters with hole defining curves switch the domain state
from background back to interior. Notice that if several curves are present
at the same level it is not necessary to determine whether any particular curve

bounds a hole or domain, for the approach works when disjoint domains are indicated.

Pt O .
) U

R o 4

Domain state

This completes the case analysis.

3.4.2.4.,2, Processing Steps

The processing steps required to implement the discipline
described above actually have some leeway in what order they may be executed.
These different orders affect the processing time and, more important to IVAM
during its cramped development, the space required. These steps will be
described in the order they are currently chained together. Some of the small

steps are not treated as separate modules, but are included in with others.
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Before the video chain starts, it is assumed that the data is defined
in some arbitrary rectangular coordinate space. Examples would be stereo-
graphic latitude and longitude, satellite transformed latitude and longitude,
or time versus temperature. These are stored in alternating (X,Y) pairs.
The Y coordinate is first because on the video screen one thinks intuitively
in terms of lines and pixels instead of the more traditional (X,Y). Also,
the origin on the video screen is taken to be the upper left, rather than
the traditional bottom left. This convention is also for intuitive video
reasons. It reflects the order in which the image is actually scanned. In
the arbitrary spaces in which the data is defined it can be assumed to have
infinite resolution, or at least the maximum resolution that the computer repre-
sentation allows. It also may be sampled at rather arbitrary intervals in that
space. The first step then is to sample curve in the arbitrary space at the
uniform intervals of the raster space in such a way as to assure that adjacent
pixels are never more than one pixel apart in either the X or the Y direction.
In the vertical direction this requirement assures that the curve intersects
every scan line it crosses. This is important because the intersect controls
the fill-in process later. In the horizontal direction the need is less compel-
ling. Aside from the end points, all of the points along a horizontal line
section are redundant. They are preserved here only for two reasons. First,
the redundant points are currently used to detect the case where a curve crosses
itself. Second, they provide a format which can be plotted directly, which is
useful with those curves which are not filled in.

The second step, the self-crossing check, determines if the curve crosses
itself, thereby creating two domains and completely violating the assumptions on which

the video chain is based. When this occurs the algorithms described can get confused.
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These problems can be completely resolved if enough processing is applied, but
the price is too high. for instance, to be absolutely sure that a curve does
not cross itself it is necessary to treat every adjacent pair of points on the
curve as a vector and check to see if it crossed or contacted every other such
pair in the curve. The reason each pair must be treated as a vector is that

in a discrete space such as a digital raster it is possible for a curve to ¢éross
itself without intersecting itself; that is, without containing the same point

twice. Clearly such a solution is prohibitively time-consuming. Therefore, it

was necessary to make further assumptions. First, it is assumed that IVAM is
never interested in curves that cross themselves. Thus, when one occurs, it is

an error. Second, it is assumed that when one occurs it will be as a result of
the digitizing of a small feature. Therefore, its effect is local to the crossing.
Third, it is assumed that a large percentage of self-crossing curves do in fact
intersect themselves, even though it is possible not to. By these assumptions the
bulk of these occurrences can be detected by just checking locally for a pair

of identical points and deleting the points that lie between them. While it

is possible for a small feature to be lost from a domain by this method, the
result is preferable to having the fill-in process very obviously blow up. In
fact, experience, so far, has found this expedient to be quite satisfactory.

The next step is the horizontal redundancy check which allows deletion of
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all but the endpoints of horizontal lines. There are three places where this
can be done. It could be done immediately after Scan Conversion and before the
self-crossing check, except that process would be complicated somewhat. Second,
it could be done as a separate process after the self crossing check. While
this would require a separate step, it would most clearly indicate the existence
of this step. Third, it can be embedded in the process that follows. Fourth,
it could be avoided completely at the expense of about 20% in element storage
and some complication in the fill-in process itself. The alternative chosen
was the third. This process is an integral part of the Prepass Module which
follows.

The Prepass has the job of discovering and then preserving the local
context of each point. This information is needed during the fill-in, but
destroyed during the reordering process that sorts the points into raster order.
This process detects each of the cases described in the case analysis. It does
this by looking ahead and behind from each point. It is only necessary to look
forward and back one point to detect a cusp or a normal crossing. With a cusp
the point before and the point after are both on the same line, although a
different one from the point itself. With a normal crossing the point, the point
before, and the point after are all on different lines. If when checking for
these cases it is discovered that the point and the one following are on the
same line, then the next point beyond is also considered. If the point and the
two following are on the s;me line, the middle point is deleted and yet another
added. The same check is made and the same action taken until a point is found
that is not on the same line as the original point. Here, the point and the
one following are known to be the endpoints of a horizontal line section. All

redundant interior points have already been deleted. It remains to determine
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whether a domain change occurs at either end of the horizontal line. This is
done by comparing the point before the horizontal line with the point after it.
If they are on the same line, then the horizontal line is a local minimum or
local maximum and no domain change has occurred. If, on the other hand, the
point before and the one after are on different lines, a domain change has occurred,
and the effect of the line as a whole is the same as that of a normal boundary
case. Since with both kinds of horizontal lines, the line itself is within the
domain, it should always be filled in. Prepass distinguishes between the two
horizontal line cases by associating different bit codes with the endpoint of
each case.

The left edge cases are recognized first by the presence of an X value of
one, Then by checking the point before and the point after, the local context
can be determined. One of the adjacent points must be off the screen or it would
not be the edge point. The context then is controlled completely by the adjacent
points on the screen. If the immediately adjacent point is not on the same line,
the edge intersection is a simple boundary case and direttion of the curve away
from the edge is encoded with the point. If the curve slopes up, the Delta Y bit
is set to zero. If it slopes down, it is set to one. If the adjacent point is
on the same line as the edge point, the intersection is a horizontal line, and
the local context is determined by the first point beyond the end of this horizontal
line. Thus, prepass must check adjacent points until the end of the horizontal

line section is found and then determine the Delta Y value as before.

LINK
When the Prepass process is complete the local context of each point is
preserved with the point. However, the points are still in the order they will

appear along the curve, and not the order in which they will be displayed. Also,
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they still occupy two words per point, one for X, one for Y. The process
called "Link" sorts the intersects into the order in which they are scanned
in the raster. This sort is accomplished by a combination of bucket sort
and linked list techniques. Before the sort begins, a table is set up with
one entry per scan line. Each entry requires two words, one for the X coor-
dinate, and one for the link to the next entry. Initially, each entry has an
X value of zero and a link of zero. An X value of zero indicates that the list
is empty; i.e., that there are no intersects on this line. The link of zero
indicates that there are no more intersects in the list. Each intersect is
then entered into the list. Its Y value is used direttly to determine which
list is appropriate, and then the X value is compared to each element in the
list until it finds one that is larger. The new element is then inserted in
the list immediately before the larger element. If there are no elements in
the list, then the new intersect is entered directly into the list leader
and the zero link lift unchanged. If the new intersect is larger than any others
in the list, it is added at the end of the list and given a zero link. When
all of the intersects have been added into this construct the curve has been
raster sorted. Since there are no Y values stored in this construct it requires
exactly the same amount of storage as it did in unsorted form. In terms of the
processing required, it is minimized because each intersect is only compared
to those other intersects which occur on the same line and whose X values are
smaller.

The information in this form could be used directly for graphic purposes
which are not currently in the IVAM requirements, but which could be desirable

embellishments which are relevant to the IVAM task, and could be added easily.
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With this constant it is very easy and very fast to answer the question:
Is a given point (X,Y) enclosed by the curve? This information could be used
to do some additional graphic effects. For instance, it would be possible
to fill the area enclosed by the curve with uniformly spaced rain drops or
snow flakes. Points within the boundary would be randomly filled and unfilled
to simulate poor visibility due to moving fog or gusting winds mixed with
snow.

PACK

After the points have been sorted into raster order, using the linked list
construct, the curve typically will be stored on disk in the production system.
This is necessary because much of the time the output assembler will be busy
displaying the early segments. Therefore, if processing is to be done during
these times the results must be stored on disk until the Assembler is ready to
accept them. Library elements such as weather symbols must be stored perman-
ently on the disk. Also, elements from earlier presentations which are common
to current and future segments may also need to be stored. Therefore, the
amount of disk space required for element storage is a consideration. In order
to conserve disk space a compact storage format was required. While the
construct used to sort the curve into raster order was optimum for the sorting
process, both in terms of space and speed, once the sorting process is completed,
half the space can be eliminated. The scan ordered curve uses two words for
each point, one for the X intersect and one for the link to the next intersect
on that scan line. The Y coordinate is implied by the relative position of the
line list header to the top of the output array from link. Therefore, it is
possible to copy the X intersects from the linked array, deleting the links in

such a way that no information is lost. The process that performs this operation
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is called "Pack'" and the output data is said to be in Packed Format.

The Pack process finds the header entry for the first line and copies the
X entry into the output file. It indicates that this entry is the first in the
given line by setting the sign bit to one. It then follows the linked list of
intersects for that line until a zero in the link field indicates the last
entry on that line. Each X intersect is copied into the output array as it is
encountered. When the list associated with one scan line is exhausted the header
entry for the next line is found and copied again with the sign bit set to
indicate the first entry of the line. In the event that the curve defining
element is discontinuous, a special entry is inserted in the output file
which has both the sign bit (bit 15) and bit 14 set. These bits indicate
that the low order nine bits of the entry are the number of the scan line on
which the next intersect occurs. The result is a compact representation of the
curve that includes the local context of each intersect, as well as its X value.
The Y values of the intersect points are implied by the input parameter that
tells on what line the first intersect occurs, and then the number of sign bits
that have been set before the particular X value is encountered. The output in
packed format can either be stored on disk or filled in directly.

FILL-IN

The Fill-in process has actually been implemented several times. The first
effort was just intended to provide a working version to be used to support
other modules. The second was intended to make the algorithm amenable to hard-
ware or firmware implementation. The third was a modification to permit its
use with a special purpose piece of electronics that hardwires a small part of
the algorithm, and considerably speeds up its operation. While the current

implementation is orders of magnitude faster than the first, another factor of
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ten improvement would be realized in the Output Assembler.

The Fill-in process takes a curve in Packed Format and fills it in. An
input parameter indicates the first scan line on which the curve occurs, and
the fill-in proceeds by taking each packed intersect in turn and observing
the simple discipline described earlier. The state of origin (i.e., whether
it is inside or outside the curve) is an output parameter. If the origin is
to be filled, the raster is filled until the first intersect of the curve is
reached. If the origin is not included, all of the points and lines before
the first intersect are left alone. When an intersect is encountered in the
middle of a line, the fill-in changes state, depending on what it had encoun-
tered before. If the intersect encountered a normal boundary, the state of
the fill-in simply reverses. If the points immediately before the intersect
were filled, then those after will not be. Conversely, if those points before
the intersect were not filled, those after it will be. In the case of a cusp,
only the intersect point is affected. The points after the intersect are filled
if, and only if, those before the intersect were also filled. 1In any of the
horizontal line cases, the horizontal section, itself, is filled. However,
what happens after the horizontal line depends on whether the two intersects
defining the horizontal line are tagged as signalling a domain change or not.
If a domain change is indicated, the state of the fill-in after the horizontal
line is the reverse of what it was before the line. If no domain change is
indicated, the fill-in after the horizontal line reverts to what it was doing
before the line was encountered. When an intersect with its sign bit set indi-
cating the first entry on a new line is encountered, it is necessary to handle
the remaining part of the current line. Whatever domain state resulted from

the last intersect encountered is used to fill or skip the rest of the current
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line as appropriate. Then it is necessary to determine the initial state of
the new line at the left edge. Note that the state of the left edge need have
no relation whatsoever with the final state of the previous line. Therefore,
a domain state variable is used to keep track of the curve's intersection with
the left edge. This variable is set to the state of the origin at the beginning
of the fill-in, and is changed as lines are encountered where the curve inter-
sects the left edge. The changes along the left edge are similar to those
along horizontal lines where the domain state below a left edge intersect is the
opposite of that above. However, there are differences in that in some cases
the vertical domain change occurs after the current line, rather than on it;
or it occurs at the end of the horizontal line that intersects the left edge.
Whether the vertical change affects the current line is determined by the
vertical slope of the curve away from the left edge. This logic will be described
in somewhat more detail with the module code, itself.

The fill-in process described here is intersect-oriented. It looks only
at the intefsects of the curve, and decides whether the horizontal line joining
consecutive intersects, or joining an intersect with either edge of the screen,
should be filled in. Therefore, its output is in terms of the bounding pairs
of X values, the current Y value, and the pixel value to be filled in. Due
to the enormous number of pixels likely to be enclosed within any curve, there
is no provision for storing them within the computer. Thus, the effects of
these four triples must be output as they are generated, or they will swamp
the machine. However, there are several ways in which this final output can be

accomplished, and some special effects which can be based on it. First, the

points lying between the endpoints can be computed and sent to the output device,
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one at a time. Second, the endpoints can be sent to a special output processor
which will compute the intervening points and perform the fill-in. Finally,

the interval can be sent to a crosshatch routine which will fill in the interval
with a regular pattern of marks and spaces, based on the intersections of
slanted lines with each scan line, the width of these lines, and the distance
between them.

Any of these processes can be applied either inside or outside the curve.
To do a fill-in of all the points outside a given curve, all that is required
is to change the initial state of the origin. Then the rest of the fill-in
algorithm will execute exactly as desired. This capability is also available
for the crosshatch process.

The crosshatching algorithm is very simple. A slope, a line width, a gap
width, and an offset are passed as parameters,along with the endpoints of the
hroizontal line segment to be crosshatched. The algorithm creates a field of
equally spaced equal width lines throughout the area enclosed or excluded by
the curve. This is accomplished by using a single line with the given slope as
a reference and computing its intersection with the given scan line. Then the
offset parameter is added to this reference X coordinate. The purpose of the
offset is to allow several crosshatches,of the same slope but of different colors,
to be staggered throughout the domain. Then the distance between the left
boundary of the interval and the reference X-value plus the offset is computed
with the sum of the line width and the gap width. This value determines where,
in line width, gap width pattern, the left boundary occurs. Starting at the
left boundary of the interval, those pixels corresponding to marks in the

pattern are filled in, while those corresponding to gaps are skipped.
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In addition to controlling the fill-in process, the packed format can
be used to control line-widening. The algorithm has not been coded because
it is only necessary in a production system. However, the algorithm is clear.
The process would need the X and Y line-widening factors. These would be
expressed in terms of the number of X points before and after each point which
are to be filled in. The number of Y points above the point and the number of
Y points below each point must also be included. Each point then becomes the
origin of a rectangle of filled-in points. Its upper left-hand corner is the
X coordinate of the point minus the number of X points before and the Y coor-
dinate of the point minus the number of Y points before the point. The width
of the rectangle is the number of X points before the point plus the number of
X points after the point plus one. Its length is the number of Y points before
the point plus the number of Y points after the point plus one. The visible
result of the line-widening process is exactly as if such a rectangle were drawn
about every point on the curve. At normal boundary crossings and cusps, such
a rectangle is in fact drawn. However, along all horizontal line segments, a
larger rectangle is drawn. Its upper left-hand corner is the same as that for
the left point in the interval. Its width is the difference between the two
intersects plus the number of X points before each point, plus the number of X
points after each point plus one. Its length is the same as the length of a
rectangle about a given point. Using interval fill-in hardware, this algorithm

should be very rapid.
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3.4.3 RSX1l1l/M

The RSX11/M Operating System was purchased from DEC with the 11/40.
The intent of its purchase was to regain some of the time lost in funding and
delivery delays. RSX11l/M is a powerful multi-tasking operating system. Its
linguistic capabilities are somewhat limited as it supports only FORTRAN and
a macro-assembler., It has a number of powerful capabilities such as a variety
of file structures and access controls. It also supports indirect command
files and interprocesses messages. It provides several methods by which
different tasks can share data in memory. During the IVAM development, IVAM
has used two different versions of RSX11/M, Versions II and III. While these
systems provide a number of useful capabilities, they are often awkward to use
and not accurately documented. Therefore, the value of much of what is provided
is vitiated by the effort expended trying to put it in a form which is more
usable.

One of the major features of RSX11/M is the file system. It supports
block, record and random access files as well as a variety of types of protection.
Unfortunately, the file functions require the user to explicitly do a lot of
housekeeping that could more naturally be done by the operating system. There-
fore, it was necessary for IVAM to implement an additional file system on top
of the one provided by DEC. The purpose of this system was to provide a single
interface between RSX11/M and the IVAM system and to make that interface more
convenient to use. Thus, a number of file functions which we refer to as
the "file primitives" were implemented. These functions provide a number of
useful services such as the allocation of logical unit numbers and the
allocation of all the scattered fragments of memory that the DEC operations
require. These functions are accessed as part of a system of traps which are

task built separately from the rest of the IVAM system. This method allows
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them to be accessed from a number of independently running tasks. The use and
implementation of both the traps and file primitives are described in the
Software Documentation,

The IVAM system contained a number of non-standard device interfaces.
RSX11/M provides two methods by which devices can be introduced to the system.
One method is to create a device partition that includes the upper 4K of the
address space. Then the task can access the device registers directly. The
problem with this method is that a mapping register is required for this
partition and the maximum size of the task is reduced by 4K. Also, the code
required to access the device is part of every task that uses it.

The alternative is to create an RSX11/M device driver that formally
defines the device to the system. Because no device partition is required and
the device driver code is not part of the task, more than 4K is saved from the
user task. The implementation of a device driver is not difficult in principle.
All that is required is to understand the DEC conventions and to create the
tables through which the system accesses the driver. Unfortunately, under
Version II, each step in the effort to implement and test a new device driver
required a separate SYSGEN. This process is lengthy enough that it was judged
prohibitive until the arrival of Version III which introduced the concept of a
loadable device driver which can be built and tested independently of the rest
of the system. Due to weaknesses in the documentation, even this loadable type
of driver is surprisingly difficult to create. The only device for which a
loadable driver has been writtenis the data tablet.

The greatest problem with the PDP11 is the fact that its 16 bit word
allows it to address directly only 64K bytes or 32K words. This address space
is augmented somewhat by the addition of mapping registers and two extra bits

on the address bus so that 128K words can be addressed. However, under Version II
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a user task had no means of occupying more than 32K words at one time. Of
course, disk overlays are possible but at a tremendous speed penalty. The
tablet system is heavily overlayed, so much so that it almost eﬁceeds the
symbol table space provided by the task builder. However, for a production
system disk, overlays are too slow to be acceptable.

Therefore, a central problem in the implementation of the IVAM system
is the creation of a system that occupies more than 32K. RSX11/M does provide
features that allow the cooperation of larger amounts of code. In fact,
overcoming the 32K limit is one of the central tasks of the RSX11l/M system.

In Version II there were only two features that permitted the close coupling
of separate tasks. One was the ability of separate tasks to be linked to a
common code or data partition. The use of these partitions is rather
restrictive because they must be defined at SYSGEN time. Also, the linkage to
the common partition must be done explicitly by the Task Builder and therefore
it subtracts address space from any task that uses it. While this is to be
expected for normal code and data sharing, the need for explicit linkage to
the trap partition is less clear and is a function of the way RSX11/M handles
the trap instruction. An additional feature of RSX11/M Version II is the
message capability that allows independently running tasks to communicate with
each other through thirteen word messages.

Version III further facilitates the creation of larger tasks by the
addition of new capabilitiés, in-core overlavs and the passing of mapping
windows. With the latter it is possible for tasks to pass blocks of data and
code back and forth with arbitrary flexibility. It is therefore possible to
Create an aggregate of tasks which can cooperate to form a single system.
However, it is important to note that all that has been gained is what would

never have been lost if the address space had been larger in the first place.
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Also, what might have been a single integrated task whose intermodule communica-
~ tion was handled implicitly by a language processor must now be approached as
independent tasks whose communication and control mechanisms must be created

by the user. The discussion of the mechanisms created will be treated in more
detail with the Controller and the Directory under the section, 3.5, "Production
System."

3.4.4 Device Software

This section' is a description of the PDP-11/40 peripheral devices
used by the IVAM project. A brief description of each device and its uses
within the IVAM project is given. The low level software routines written to
make effective use of each device are also described. This discussion is not
intended to be a substitute for the relevant device manuals provided by the
manufacturers.

Information on device register addresses, bit functions and symbolic
bit mask definitions is not included here. That information is available in
the program listings binder labeled "System's Configuration'" and in disk files
DX:[107,2]XPOINT, TABLET, VTR and MSPEED.

Several of the devices described below are referenced via a '"device
common partition'. Under RSX11l/M a device common partition is a common partition
which encompasses some of the device registers. This construct is useful for
permitting a nonprivileged task access to device resisters. Using this feature
a task may include a user wri%ten routine which handles I/0 operations directly,
without operating system intervention. The DR11C device common partition was
established to permit user written routines to perform I/0 with the data tablet,
the digital terminal, the crosspoint switches and a video tape recorder. A
task wishing to use the device common partition need only specify the DR11C

common partition by using the COMMON command in the 'options' input to the task
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builder. The source code file necessary to establish a device common parti-
tion may be found in disk file DX:C107,4JDR11C.MAC.

3.4,4.,1. The Talos Data Tablet

The Talos data tablet generates x and y coordinates giving the
position on the tablet of the associated pen. It has an active area 22 inches
by 22 inches and a resolution of 100 points per inch. Points are generated at
a maximum rate of 100 per second. The tablet is used by TABSYS, CONTRL and
virtual pnrocessors as a source of data and control information. These tasks
view the tablet as logically subdivided as shown in Figure 3-4.

A 16 by 12 inch area serves as an interactive drawing area. The remainder of
the tablet is divided up into two inch square 'control blocks'. These control
blocks are used for entering control information to the tasks. Software rou-
tines for reading integers and text are also available and often used. Two
different software approaches have been used for reading data from the tablet.
The first approach involved a routine directly accessing the device registers
for the tablet via the DR11C common partition. This approach involved only
user written routines and required 'polling' the device registers. Two rou-
tines are used in this approach:

1. TABLET - this routine polled the device registers, insured that an x
followed by a v was read and separated out the pen up, margin and proxi-
nity flags which are sent with the coordinates. This routine is in disk
file DX:[160,160]TABLE&.MAC, which also includes tablet initialization
and wrap up routines.

2, TABPNT - this routine calls TABLET and then examines the flags retufned.
If any are zero then TABLET is called again. A minimum distance between
successive tablet points read can also be specified when TABPNT is called.

The second approach involved writing an interrupt driven device handler which
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then became an official part of theexecutive. This driver was then called via

an executive request. Using this approach the device common partition is no

longer necessary. The driver written returns a single word, either an x or ay
coordinate plus flags. The type of driver used is known in RSX-11M terminology
as a'loadable driver! A loadable driver need not be permanently resident in

main memory. Instead it can be loaded only when needed and removed when no long-
er needed. An 'official' RSX-11M driver has another advantage. It is far less
wasteful of CPU time than a driver which spends time in a tight, constantly busy
loop while it polls the device registers. The device common partition approach
has one other major disadvantage. The use of common partitions requires dedi-
cating enough memory mapping registers to cover the common partition. This is
very wasteful if the common partition is not very close to a multiple of 4K

words of potential address space from the task image.

Thé routines relevant to the interrupt driven tablet driver are:

1. RDTBT - this is a modified version of TABLET. The code for actually
accessing the device registers has been replaced by system calls. Note that
TABPNT would still normally be used at one level higher to call this rou-
tine. RDTBT is in disk file DX:[160,160]RDTBT.MAC.

25 TBCRV and TBTAB. These routines are the actual tablet driver and associated
data structures. Note that these routines are part of the executive and
not part of a user task image. They reside in files DX:[170,10]TBDRV.MAC

and TBTAB.MAC.

3.4.4.2. The Applied Digital Data Systems Terminal (ADDS)

The ADDS is a CRT terminal with a limted graphics capability. The
ADDS display consists of 24 80-character lines. Each character position is divi-
ded into 6 points to give a graphics resolution of 72 lines of 160 points each.

The ADDS was used extensively for testing and debugging graphics routines when
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the color features of the digital terminal were not necessary.

The ADDS may be operated in one of three modes - message, page or
conversational. The conversational mode corresponds to communication with the
CPU on a byte-by-byte basis. This mode was used exclusively by IVAM. The ADDS
has several other ecapabilities not used by IVAM. These include defining pro-
tected areas on the screen, blinking selected data and use of halftone displays.

The ADDS was interfaced via DEC's DJ-11 16 line multiplexer. The
normal DEC terminal driver was used for I/0 operations. Thus standard RSX-11M
system calls were used for the actual I/0. However a user level routine was
written to permit easy use of the graphics capabilities of the ADDS. The two
routines used for plotting points on the ADDS were:

1. POSIT - this routine is passed x and y coordinates and a function flag
(erase, move cursor or plot). It calculates lower level parameters needed
by the following routine and then calls that routine. (See DX:[160,30]
POSIT.FIN).

24 PNTPLT - this routine issues the system call to actaully plot the point.
The same file also contains INIPLT which erases the ADDS screen and puts
the ADDS in graphics mode, and ENDPLT which changes the ADDS to non-graphics
mode. The file also contains a 1920 byte data area used as a copy of the
screen image. This is necessary because every time a point is plotted all

six points of the character position are rewritten. (See DX:[160,30]PNTPLT.

MAC.)
The ADDS has a switch selectable baud rate variable from 110 to 9600
baud. We initially operated the ADDS at 9600 baud but soon reduced that to 1200
baud. This was unfortunately necessary because we were losing some information

when an array of points was quickly plotted. Apparently the PDP-11/40 was unable

to handle the higher baud rate.
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3.4.4.3., The Digital Terminal

The digital terminal is a color terminal built by SSEC. The terminal
has several devices associated with it. It has twelve disk frames, each capable
of holding a single screen image, generally a satellite picture. A random access
semiconductor memory known as the WRRRM also is capable of holding an entire
screen image. The disk frames and the WRRRM may be enabled or disabled indepen-
dently. When both are enabled data written into the WRRRM appears over the disk
image. Both devices have hardware color tables with each entry containing color
values for Red, Green and Blue. Each color value is an integer between 0 and 31.
The WRRRM color table has had between 2 and 4 entries at various times. The
disk color tables have 64 entries. (The disk actually has two color tables - one
for the first six frames and one for the second six frames). The digital terminal
also incorporated special fill-in hardware. The fill-in box is sent a line number
and starting and stopping pixel numbers. It then writes a specified color into
the given interval. A separate CRT and keyboard were also associated with the
digital terminal, though these devices were not used by IVAM.

The digital terminal was communicated with by formatting packets of
information and sending them to the appropriate device address within the digital
terminal. The device address might be the WRRRM, the fill-in hardware, the
cursor or any of several other possibilities. After receipt of a packet the
digital terminal generated a return packet with the current CRT keyboard character,
if any, and a word of status~bits. The packets sent the terminal included a
checksum byte. The return packet status byte notified the sender of any packets
which arrived with invalid checksums. The digital terminal would also spontan-
eously generate a timeout packet if the terminal did not receive any packet within

a certain period of time (approximately one half second).
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The digital terminal was connected to the PDP-11/40 via a DMA
interface designed by SSEC. This interface was operated at 300K baud and is
known as the medium speed interface (MSI). A fairly elaborate communications
protocol was used to insure reliable communication. Status bit checking, re=
transmission attempts and time-outs were all employed. Details of this protocol
may be seen in routines FMCSR, FMSPKT and RTIO (in files DX:[104,14]FMCSR.MAC,
FMSPKT and DX:{160,45]RTIO.MAC). FMCSR and FMSPKT are the actual I/0 routines.
They directly manipulate the device registers via the DR11C device common parti-
tion. RTIO handled the higher level protocols - status checking and retry counts.
Utility routines, data areas and packet formatting routines may also be found in
files DX:[160,40]RTDATA, RTUTIL, RTPKTS and DX:[160,45]SENDCP, WMPACK, SENDWM
and SNDWM2. These files also contain some code for a 'slow speed interface"
to the terminal via the McIDAS system. This route was used before the medium

speed interface was completed.

3.4.4.4, The Video Tape Recorder (VTR)

A computer controlled VIR was used to produce video tapes. The de-
vice registers were located in the device common partition. Thus a user level
routine was used for I/0 operations with the VTR, The routine used is called
FVTR., It is simply called with a function code - play, record or stop. This

routine may be found in file DX:[150,30]FVTR,MAC.
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3.4.5 Graphics

Associated with fhe capabilities of the IVAM graphics there are a num-
ber of aesthetic and procedural issues that will be discussed here. These issues
include those of the generation and storage of image element, their detail and
color, and the process by which the final tape was created.

The IVAM image element commonly defines the boundaries of a domain.
This boundary is used to control an inside fill-in, an outside fillin,or a line-
widering process. The simple fill-in is the most commonly used. The outside
fillin can be used to define and fill-in a border around the screen or to fill-in
any open boundary that encloses the origin. The line—widening process is current-
ly done by filling in a rectangle about each point on the curve. This widening
process is needed vertically to prevent the flickering that occurs with single
horizontal lines. It is needed in the horizontal to give the NTSC system time to
slew to the new color. The width of line required is dependent not only on the
phase angles of the chrominance signals but also on the amount of I and Q each
color requires. The rate of change of the chrominance and the luminance compo-
nents of the colors are determined separately. The luminance information is
given on the order of 5 Mhz bandwidth and weighted 59% green, 30% red, and 11%
blue. However, the chrominance information is divided between the I and Q signals
which have 1.5 Mhz and 0.5 Mhz bandwidths respectively. Each color differs in
the proportion of its information which is sent through the I versus the Q sig-
nals. Therefore color traésitions are a complex function of the phase angles of
adjacent colors and the proportions of I and Q they require. The adjacency of
simple domains follows the phase angle rules described elsewhere in this docu-
ment. However, with the crosshatch fill-in unanticipated results can occur.

The cross hatching can switch back and forth at a rate higher than the bandwidth
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of the I and Q signals., Therefore the color can become separated from the lumi-
nance pixels it should be associated with. The result is that a chrominance
haze is created which can be used as a colored transparent overlay with which to
identify an area on a satellite picture without obscuring the cloud detail un-
derneath. This procedure works well with blues and greens but it is very diffi-
cult to get a good red and impossible to get a yellow. For certain values of the
cross hatching parameters in combination with certain colors wild scintillations
are created in the crosshatch area. Therefore the use of crosshatching is a
touchy issue which must be tested extensively with each image type before it is
used in production. It may well be that the transparency effect might be better
generated with the help of analogue circuitry which could do it easily.

The line-widening procedure used by IVAM currently fills in a rect-
angle about each point on a curve. Where the dimensions of the rectangle are no
more than two or three pixels, the result is a pleasing curve. However, when
the dimensions of the rectangle are increased to seven pixels, the effect is not
quite as pleasing. The corners of the widening rectangle are quite apparent at
the ends of the curve and whenever it changes direction abruptly. An alternative
would be to move a circle along the curve which should soften this effect.

Alphanumerics created within a 512 x 512 raster will be aesthetically
wanting. The digitizing effect of the digital raster will be apparent on any char-
acter comprised of curved edges. They will be readable but not as good as the
lettering used by the network;. The best broadcast alphanumeric generators use a
22 Mhz clock for generating their characters, twice the resolution of the IVAM raster.

Special symbols such as lightning bolts and wind arrows cannot be
moved, scaled, and rotated with eomplete freedom within the artitrary coordinate

space. Small differences in position or scale can result in quite apparent changes
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in perceived shape. Therefore symbols should be defined and tested for each
size and each angular rotation to see if their appearance is the one desired.
Then they should be digitized according to any specific position on the screen.
Translations on the screen should be accomplished by moving the object within
the raster space after it has been digitized. This would require applying
the move module after the scan conversion process rather than before. This
capability does not exist in TABSYS currently but could be implemented under
the Directory with existing code.

Map grid points can be plotted directly provided they are widened
at least in the vertical direction. When a grid is shown over a satellite
picture, it is easy for the grid to compete visually with the cloud detail
underneath. This was least true with a black grid which was widened to two
pixels vertically but not at all horizontally. This problem only exists with
a U.S. scale image. On smaller scale images a wider grid line can be used with-
out obscuring the satellite information. With strictly graphic images a wider
grid line is desirable because it can be emphasized without distracting from
other information.

Long satellite sequences are affected adversely by the rising and
setting of the sun. This causes darker images at the beginning and end of the
daylight sequence. There are procedures for normalizing all of the images in a
sequence according to a uniform distribution of grey levels. However, IVAM has
no means of processing satellite images currently nor was such processing a
stated requirement on the system. Such functions could be added in the produc-
tion system although they might not be easily merged with the current assembly
design.

The final video tape was generated with IVAM software. It consists
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of three sequences: a U.S. satellite sequence with colored air masses, a
U.S. graphic sequence, and a satellite sequence of the middle Atlantic states
with rain areas crosshatched. The generation of the tape was done using
TABSYS. The generation of each image was controlled by a TABSYS command

file containing IVAM macros. Although a solenoid operated tape recorder was
not available for the final taping, these macros were capable of automatically
generating each image and controlling the timing of the tape recorder, all
automatically. In fact a command file exists for the football sequence from
the original tape, which has to be one of the most taxing segments from a
software point of view. It was only Because of the ponderous rate of image
generation under the development system that this segment was not taped.

3.5 Production System

3.5.1. System

The IVAM Production System requires the addition of several major
subsystems to the environment of the Development System. In particular, the
Production System requires the Crosspoint System, the IVAM Assembler, the
creation of a data store, and the interface to the AFOS System. In addition
to the device software required to control each of these subsystems there is
a powerful set of control software which defines the IVAM processes described
earlier and orchestrates the operation of all systems processors.

The Crosspoiht System provides a means of increasing the processing
capability of IVAM by two means -- by providing three additional processors,
and by allowing IVAM to have much more of its code resident than would
normally be possible. The 11/40 currently has 64K words. Each of the LSI/11l's
has 12K dedicated to its use. In addition there are ten 8K modules which can

be swapped from one processor to another almost instantly for a total of 180K.
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With this much memory all of the most commonly used IVAM code could be
permanently resident. This is possible because the IVAM task is charac-
terized by a modest number of modules which must be tied together in a
large vériety of ways. Therefore, the IVAM control software provides
powerful structures for invoking these modules. New methods can be
developed without recoding, recompiling, or retask-building these modules.

The IVAM image assembler provides the means of speeding up the opera-
tion of the video chain described earlier, as well as providing for the
storage and display of completed sequences of images. It provides the
bit map memories required to facilitate the assembly process and the
read back capability required for the placement of alphanumerics.

In the Production System all weather data will be gained through the
interface to the AFOS system, This interface will require a series of
request/reply protocols, as well as the implementation of a series of
straightforward modules for storing AFOS data into IVAM formats and then
into the IVAM data store which represents data in a form convenient for
the IVAM task of generating and filling in image elements.

3.5.2. Directory

The Production System requires a rich set of data structures for
organizing all IVAM code, permanent data sets, in-process data sets, segment
and process definitions, resource allocation, system context, and process
queues. A single structure is used for all of these purposes. It is an
arbitrary linked structure which organizes all IVAM information into a
single hierarchical tree structure. This structure is called the Directory.
Some of the nodes in this tree structure contain control information and

are executed by an interpreter in the IVAM executive. The executible nodes
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are called”prompt nodes" and the interpreter is called the "Controller".

The prompt nodes define sequences of modules which are to be executed.
However, requests for input from an operator can be made through the prompts
so the sequences defined can be fully automatic, fully interactive, or any
combination of the two. The definition of these prompt sequences is an
interactive process so the definition of new control has no effect on the
modules which are already coded in the system.

An image format is a series of prompt nodes that completely defines
the commands required to generate an image. There are essentially three
different kinds of information in such a format: the information required
to generate the elements that comprise the image, the information required
to assemble and fill-in the elements to form a digital image, and the
information required to display the image. These three types of information
correspond to three of the IVAM processes -- element generation, assembly,
and display. The format header is entered into the queue of each of these
processes after the processing of the earlier one has been completed.

If an image is to be formed completely from library elements permanently
stored in the system the generation phase is small and the Assembly Process
consists only of a sequence of fill-in and line-widening commands applied
to elements from the library. However, it is more likely that the image
format is somewhat general; e.g., it is not specific to time of day, or to
location, or to cities labelled. Therefore, part of the element generation
is a binding process where the variable information in the image format is
bound to the specifics of the particular presentation. Therefore, prompts

are provided for computing the time of day and identifying the map windows
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to be used in data selection and the set of cities to be used for labelling.
A segment is defined as just a sequence of image formats. It also allows
for a certain amount of variable information which it passes to each of
the segments. The information in the segment definitions and image formats
is now completely sequential. It could instead be arranged in a dependency
tree structure so the system would be free to execute any of the modules
which are ready for execution in order to make greater use of parallelism.
The IVAM processes are also defined as sequences of prompt nodes
which invoke the execution of modules on specified data sets. Each process
has a queue of functions it is supposed to accomplish. The results of
computations in one process are removed from its queue and added to the
queue of the next process. Except for the queues the operation of each
process is completely independent of the others. Therefore, it is
possible for these processes to operate in parallel on different processors

without mutual interference.

3.5.3 Controller and Directory

The following section describes the production software system produced
by the IVAM project to be used with the Crosspoint and Assembler subsystems which
 were not implemented. The software is intended to form the basis of a system
? capable of automatically staging and sequencing graphics application modules.

' The system runs on a PDP-11/40 but is designed to permit an easy transition to the

crosspoint system. The crosspoint system consists of the 11/40, 3 LSI-11's and 10

8K word blocks of memory connected to the processors via a crossbar switch. The

system described consists of three principle elements!
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1. A program called CONTRL, also known as the controller, designed
to control and stage the execution of modules within independent tasks.

2. The directory - a data structure which the controller uses as
permanent data base.

3. Virtual Processors - independent tasks containing one or more
applications modules. Virtual processors are automatically initiated by the
controller.

The controller's primary function is to automatically stage and
initiate the execution of applications modules contained within independent
tasks. In support of this function it also contains routines useful in displaying
and maintaining its data base, the directory. (The controller's main routine
is in disk file DX: [160,105]CONTRL,MAC. )

The directory is a disk file which CONTRL reads into main memory when
it begins execution. The directory is subdivided into pages. Each page in
turn is composed of 128 'nodes'. Each node is composed of 8 sixteen-bit words.
Every node in the directory is of one of a small number of types. Many nodes
in the directory are of type 'free' and are available for dynamic allocation
for any of a variety of purposes. (Node related routines include DX:[160,170]

GEIND, FREEND, FRCNT,FINDND.) It is nodes within the directory which direct the

sequencing and staging of a series of module executions. Nodes known as 'prompt'
nodes are linked into chains, Each prompt node contains parameters within it
which are passed to a 'prompt routine'. Each prompt node has a subtype code.
Each subtype has a unique prompt routine associated with it. Thus CONTRL is
basically an interpreter for chains of prompt nodes. (The directory is stored

in disk file DK1:[160,100]DIRECT.DAT.)
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The modules staged by CONTRL are within independent tasks known as
virtual processors (because these tasks are logical equivalents of the physical
processors in the crosspoint multiprocessor system). The controller communicates
with virtual processors throﬁgh RSX-11M messages (analogous to the hardware
interface between the PDP-11/40 and an LSI1l in the crosspoint system) and
through shared memory regions in the PDP-11/40's main memory (analogous to a

crosspoint memory block in the crosspoint system).

System Overview with Respect to RSX-11M

Figure 3-5 gives an overview of how the controller and a virtual
processor are viewed with respect to RSX-11M. The figure should be largely self-
explanatorv, but a few comments will be made. When CONTRL is initiated the 8K (all
memory sizes are given in decimal words unless otherwise noted) root section
is loaded into core. The 8K overlay with 'trap' routines are immediately
referenced and also loaded. The trap routines are a collection of utility
routines which provide I/0 and resource allocation services. They are designed
to reside in a common partition and be accessible to multiple tasks simultaneously.
At present, however, they are merely part of CONTRL's task image rather than
a separate partition. CONTRL begins execution by dynamically creating the common
partition DATA. (See DX:[160,220]MMDATA.MAC.) The TRAP routines are then used
to read the directory from disk into the lower 6K of the common partition. At

present the directory has 6 pages; thus the entire directory is being read in.
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The TRAP routines are also used to provide a uniform means of allocating
logical unit numbers and event flags. After the directory is read in the
traps are not referenced until CEXIT, CONTRL's exit routine (DX:[160,105]
CEXIT.MAC) is called to write the directory back to disk (if desired) and to
free up resources allocated by the TRAP's. Thus after the directory is loaded
the first reference to the other overlay section will cause it to be loaded
and it will then remain in core until CONTRL is ready to exit.

The upper 6K of the common data partition is known as the common
data area. This area is dynamically allocated by the controller's routines.
It is used to contain system data sets (for example, module and directory parameter
blocks) and data sets to be manipulated by virtual processors (typically sets of

points).

CONTRL's High Level Structure

This section is a description of the high level structure and routines
of CONTRL. The narrative is basicaily an elaboration of Fig.3-6, which should
be close at hand as this section is read. Fig. 3-6 is a block diagram showing
the primary routines at the upper levels of the controller. A functional des-
cription of each of these routines is given below.

CONTRL

CONTRL is the controller's main routine. It calls INICON to perform
various initializations once when execution first begins. RESUME is called
whenever control returns to CONTRL. RESUME checks for incoming messages from
virtual processors, performs necessary processing and then returns control to
CONTRL. The display of top level options is then printed on the ADDS. The user
chooses one of these options via the tablet and one of the remaining routines
shown directly below CONTRL is called. (CONTRL's source code is in disk file

DX:[160,105]CONTRL.MAC.)
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INICON

INICON is the controller's initialization routine. It initializes
data structures used in I/0 operations with the data tablet and the ADDS. A
common partition is created and attached. The directory is then read into
the common partition. (See DX:[160,105]INICON.MAC)

RESUME

RESUME processes any messages sent from virtual processors. A message
indicates a module within a virtual processor has completed execution. RESUME
then calls PROMPT to resume interpretation of the prompt chain which initiated
the module. The Active Task Table is updated to reflect the new status of the
module. (See DX:[160,230]RESUME.MAC)

PROMPT

PROMPT is the controller's prompt node interpreter. It traverses a
linked list of prompt nodes and at each node calls the associated prompt routine.
Prompt interpretation continues until either the end of the prompt chain is
reached or until suspended for a module execution. (See DX:[160,230]PROMPT.MAC)

NASUPV

NASUPV is the node addition supervisor. It displays a menu of the
available node addition routines on the ADDS. The user then selects the desired
routine via the tablet and NASUPV calls the selected routine. (See DX:[160,150]
NASUPV.MAC)

NASTR :

NASTR enables a user to add string nodes to the directory. The user
enters a text string via the tablet. NASTR allocates and links together as many
nodes as are necessary to store the entire string. (See DX:[160,150]NASTR.MAC)

NADEC

NADEC is the 'decimal' node addition routine. The user is prompt for

a decimal integer, entered via the tablet, for each subfield of a node. Thus
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an arbitrary node type may be added with this routine. (See DX:[160,150]
NADEC.MAC)

DSSUPV

DSSUPV is the node display supervisor. It prints a menu of display
options on the ADDS and permits the user to choose one via the tablet. The
routine corresponding to the chosen option is then called. These options
include displaying nodes via a list traversal of the directory, sequentially
displaying directory nodes or printing all non-free nodes in the directory.
(See DX:[160,140]DSSUPV.MAC)

SEARCH

SEARCH is a list traversal node search and display routine. It first
displays a starting node passed to it as a parameter. Three options are then
available to the user. The 'push' option permits the user to select a subfield
of the currently displayed node and have it interpreted as a new node number.
This new node is then displayed. The 'pop' option permits the user to 'back up'
and have the node previous to the current node displayed. (A stack is used to
record the path traversed so far.) The third option permits the user to return
to the caller after recording a specified offset within the current node. This
routine is used both for simple displays of the directory and for selecting a
module to be executed. (See DX:[160,210]SEARCH.MAC)

SEQDSP

SEQDSP permits the-user to display a series of sequentially numbered
directory nodes. It prompts the user for a starting node number and then
displays that node. Each time the user touches the 'carriage return' control
block on the téblet the next directory node is displayed. The routine returns
to the caller when a positive integer is entered from the tablet. (See

DX: [160,140 ]SEQDSP. MAC)
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DPRINT

DPRINT prints out all directory nodes except free nodes on the console
listing device. (See DX:[160,140]DPRINT.MAC)

EXSUPV

EXSUPV is the execution supervisor. It permits a user to initiate
the execution of a module on a virtual processor. A menu of possible methods
of specifying the module to be executed is first printed on the ADDS. Currently
only the tree search option is implemented. EXSUPV then calls the routine
corresponding to the option selected. (See DX:[160,230]EXSUPV.MAC)

EXSRCH

EXSRCH calls SEARCH to enable the user to select a module node.
The module node includes a pointer to the first prompt node in the module's
prompt chain. EXSRCH then calls PROMPT, the prompt interpreter, with the
starting prompt node as a parameter. (See DX:[160,230]EXSRCH.MAC)

CEXIT

CEXIT is called once just before the controller exits. It performs
the following wrap up functions. Any data sets still allocated are freed.
Any virtual processors in a wait stated are sent messages ordering them to
exit. All context nodes are checked to make sure they are free. The user
is asked if the directory should be written back to disk. If the user responds
yes, then the directory is written back to its disk file. Finally any TRAP

resources used are released and CONTRL exits. (See DX:[160,105]CEXIT.MAC)

Data Structures Used Within CONTRL

The Directory Nodes

Root nodes.
Root type nodes are used simply as connectors. They are used primarily

in that part of the directory which forms a tree. (See Fig. 3-7, The "Rooted"
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Directory.) The second word of the node may contain a peinter to a string node
describing the root node or word two may be zero. Words three through seven
point to the children of the node. Word eight may contain a link field to
another root node, thus permitting tree structures with logical nodes with
arbitrarily many children pointers.

Data set nodes.

Data set nodes are used to keep track of how the common data area
within common partition DATA is presently divided up. All data set nodes are
linked into a one-way linked list. A root type node at a fixed location serves
as the list head. Data set nodes are dynamically allocated and freed as data
sets are created and destroyed. Note that the length of the data set is given
in words. A **byte** offset from the base of the common data area is used to
give the starting location of a data set. Word 5 is null unless the data set
represents a set of points. In that case, word 5 is a pointer to a window node
describing the logical window used in viewing the points. A window node pointed
at from a data set node is unique to that data set.

Module nodes.

Module nodes describe a given module within a given virtual processor.
The jump table index in byte 1 of the node is sent by CONTRL to the virtual
processor which uses it to determine which of its modules to call. The task
image node pointer (word 3) uniquely identifies the virtual processor containing
the module. The prompt chain pointed to by word four is used to construct the
parameter blocks needed to call the module, to initiate the virtual processor
if necessary and to clean up when the module is through executing.

Prompt nodes.

Prompt nodes are linked into one-way linked lists to form chains.

These chains, when interpreted by CONTRL's prompt interpreter, control module
y P
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staging, execution and clean up. Chains for individual modules may be linked

to permit automatic staging and execution of sequences of modules in different
virtual processors. The action or prompt routine number in byte 1 is used by

the prompt interpreter to determine which prompt routine to call. The parameters
in words four through seven are then used as parameters to the prompt routine
which is called. These parameters are often offsets within a module or directory
parameter block, data structures used both in staging the module and to permit
the individual prompt routines to 'communicate' via a common data structure.

String (or text) nodes.

String nodes are linked together to contain strings of ascii text.
They are used for a variety of purposes. CONTRL's prompts and error messages
are stored in the directory as string nodes. Many string nodes are fixed
locations within the directory. The file DX: [160,106 ]JMSGNO.MAC on floppy
CONTRL1 defines symbols giving these locations.

Task image nodes.

Task image nodes are used to identify a virtual processor. They are
pointed at by the module nodes for those modules contained within the given
task image. The only information they contain is the task name in radix 50.
This is used to initiate virtual processors and to send messages to them.

Context nodes.

Context nodes are used by CONTRL to provide a centralized location
for information about the staging and execution of a module. At any given
time there is exactly one 'current' context node. The current context node
is defined as that context node pointed at by global variable CONTXT. (This
pointer may be null if no modules are being staged or have been executed.)

Thus when a module is initiated the context associated with the execution of
the module may be quickly switched and restored by simply changing the contents

of global CONTXT. The context node for a module currently executing is stored
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in the Active Task Table.

Stack nodes.

Stack nodes are used to record search paths through the directory.
"When either displaying nodes or when selecting a module for execution the user
may search through the directory by following pointers within nodes to other
nodes (DX:[160,210]SEARCH.MAC). As the user selects successive nodes a stack
of pointers to the nodes selected is dynamically constructed. The stack is
composed of stack nodes dynamically allocated and linked into a doubly linked
list. Because this stack records the search path, the user may back up to
previously selected nodes. CONTRL will automatically pop the top stack node
and free it as necessary. A context node points to the top stack node at all
times. In addition to pushing (DX:[160,210]SPUSH.MAC) and popping (DX:[160,210]
SPOP.MAC) nodes to or from the stack, the user may exit the search routine
after selecting a given offset within the last node chosen. The offset selected
is recorded in word four of the top stack node.

Free nodes.

Free nodes are simply any unallocated nodes in the directory. The
free nodes on each page are linked into a linked list. The list head is the
first node on the page, which is never allocated.

Data nodes.

Data nodes are broken down into subtypes based on the code contained
in byte 1 of the node. Presently two subtypes are defined.

ATT nodes.

ATT nodes are used in CONTRL's Active Task Table. The active
task table (ATT) is a data structure used to keep track of virtual processors.
It is described in detail later.

Window (or space) nodes.

Window nodes are used to describe the viewing window parameters
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currently associated with a set of points. A unique window node is associated
with each data set which contains points. In addition three window nodes
exist describing the standard windows associated with the data tablet, the
ADDS terminal and the digital terminal. Generally a copy of one of these

permanent window nodes is made when a set of points is established.

Major Data Structures Within CONTRL

The 'rooted' directory.

Many of the nodes within the directory are linked together into a
single, large connected data structure. The links consist simply of pointers
within nodes to other nodes. The only major group of nodes not linked into
this structure are the string nodes. The 'root' of this structure, the point
where it is usually entered, is at a root type node at a fixed location. This
location is assigned to the global symbol DROOT in DX:[160,106]CONDAT.MAC.

The directory search routine automatically starts at DROOT. DROOT contains
pointers to three other nodes. In word three there is a pointer to another
root type node which serves as the list head for the data set list. Word four
contains a pointer to a root node containing pointers to module nodes. Word
five contains a pointer to the first node in the active task table (note that
since the active task table is allocated dynamically as modules are executed,
this pointer is null when CONTRL begins execution.) By following these

pointers most non-string nodes in the directory can be accessed.

The data set list.

The controller dynamically allocates and deallocates blocks of the
common data area as needed. (See DX:[160,200]ALOCDS, FREEUN, FREEDS , COLAPS. )
Data set nodes are used to keep track of how the common data area is currently
divided up. The data set list is a linked list of all the data set nodes, both

those describing free areas and those for allocated areas. The list is maintained
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in order based on the offset of the described data set from the base of the
common data area. Initially two data set nodes exist. One serves as the
data set list head and describes a null data set, i.e., it contains a length
of zero and thus will never be allocated or freed. The second data set node
describes a free data set whose length is the length of the common data area
and whose offset is zero. It should be noted that as part of its initialization
procedure (DX:[160,105]INICON.MAC), CONTRL immediately allocates a two word
data set. This data set will always be the first two words of the common data
area. These two words are used to hold the module parameter block pointer and
a global event flag number used in synchronizing use of the data tablet by
CONTRL and a virtual process. The data set node serving as list head is pointed
at by a root type node which in turn is pointed at from DROOT. (Word three of
the root node pointed at from DROOT contains the pointer to the data set list
head.)

Module and directory parameter blocks.

Module parameter blocks (MPB) and directory parameter blocks (DPB)
are types of data sets (and thus reside in the common data area) used in staging
the execution of a module. Both are allocated dynamically by prompt routines.
The module parameter block is used by a virtual process in the call of a module.
The structure of a MPB is essentially that of a standard RSX-11M Fortran block
of parameter pointers used in a subroutine call, followed immediately by the
actual values of the scalar-parameters. The major difference between an MPB
and a Fortran parameter block is that the parameter addresses used in a MPB
are offsets from the base of the common data area rather than direct addresses.
(This permits the controller and a virtual processor to map to the common data
are using different virtual addresses (mapping registers).) An example of an MPB
is given in Figure 3-9,. A directory parameter block is used for communication

within CONTRL rather than between CONTRL and a virtual processor. Prompt



3-115

MPB
5 NUMBER OF PARAMETERS (5)
. OFFSET OF ARRAY IXY.
OFFSET OF MAXPTS
4
n: OFFSET OF NPTS
5 OFFSET OF LEVEL
- OFFSET OF IDEV
10
12 VALUE OF MAXPTS
14 VALUE OF NPTS
VALUE OF LEVEL
16
py: VALUE OF IDEV
OFFSET OF THE NUMBER OF
20 PARAMETERS

DPB

NUMBER OF DATA SET NODE
FOR ARRAY IXY.

Above are the Module Parameter Block (MPB) and Directory Parameter
Block (DPB) for a Virtual Processor Module with the FORTRAN Call:

CALL DRAW(IXY,MAXPTS,NPTS,LEVEL,IDEV)

All offsets are from the base of the common data area.

FIGURE 3-9,



3-116
routines may move information to or from the current DPB and thereby communicate
dynamically bound information to other prompt routines. A typical example would
be the number of a data set node for a data set to be passed to a virtual
processor module.

The Active Task Table.

The active task table (ATT) is a dynamically created list of nodes
used to keep track of virtual processors which are currently active. Each
active virtual processor has one entry (node) in the ATT. Note that an 'active'
virtual processor is not necessarily executing a module. After a module is
through executing the virtual processor does not automatically exit. Thus
an active virtual processor may be either executing a module or in a wait state,
waiting on a command message from CONTRL. An ATT node for a virtual processor
in a wait state contains two primary pieces of information (in addition to the
node identification codes and the linkages to other ATT nodes). First the
number of the task image node corresponding to the virtual processor is in
word three. The task status, waiting in this case, is recorded in the first
byte of word four. A busy virtual processor; i.e., one currently executing a
module, will have a status code in the first byte of word four indicating that
it is currently busy. 1In addition a busy virtual processor will have two other
fields filled in in its ATT node. Word four, byte one, contains the module
number for the module currently executing. (This is the number stored in the
second byte of a module nodé.) Word five contains the number of a context node
which preserves additional context about the module execution currently in
progress. The active task table is implemented as an unordered doubly linked
list. The first entry is pointed at from word five of node DROOT. (See

DX:[160,270 ]FRATT ,CLRATT,REQUST,ATTASK for routines which manipulate.the ATT.)
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The Virtual Processor

Overview

A virtual processor is initiated by CONTRL, which also sends a message
with the number of the module to be executed. The virtual processor begins
execution by issuing a receive to obtain the module number (the receive is
actually done by an asynchronous trap routine which is entered when the message is
first queued for the virtual processor by RSX-11M). The virtual processor then
locates the module parameter block, which is within the common data area, via
the pointer left at the first word of the common data area. The address of the
start of the common data area must then be added to each parameter pointer in
the MPB. The desired module is then called using the standard Fortran calling
sequence. TWhen the module returns the virtual processor sends a mnessage to
CONTRL with the module number. It then awaits the next cormand message from
CONTRL. The details of this process are described under the individual routine
descriptions below. (These routines are in disk files of the same names under

UIC [160,250].)

The Routines Cormon to All Virtual Processors

VPROC

VPROC is the main routine of each virtual processor. Upor beginning
execution it attaches to the dynamic cormmon partition containing the common
data area. It then specif%es the entry point for a receive asynchronous systems
trap (AST) routine. This routine will be entered asynchronously whenever a
message is queued by RSX-11M for the virtual processor. VPROC, however, merely
specifies the entry point of the AST routine and then waits on an event flag.
It hangs at this point until a message is received and the AST routine sets
the event flag which it is waiting on. Thus when execution resumes a message
has been received with the number of a module to be executed. Using the pointer

in the first word of the common data area, VPROC calculates the address of the
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module parameter block (MPB) for the module to be called. The pointers to the
module parameters are then relocated by adding the starting address of the
common data area to each pointer. The module is then called via a standard
Fortran call. When the module returns, VPROC clears a flag which indicated the
virtual processor was busy, sends a message with the module number back to CONTRL
and then branches back to the event flag wait. VPROC's execution is suspended
at that point until another message is received and the AST routine sets the
event flag VPROC is waiting on.

VAST

VAST is an asynchronous systems trap routine entered whenever a message
is queued for the virtual processor by RSX-11M. It first issues a receive for
the message queued. The module number contained in the message is compared
with the module number of the KILL command. If it is the KILL command, the
virtual processor exits after sending a message to CONTRL with the KILL module
number. Otherwise VAST checks to see if the busy flag is set. If so another
module is currently executing and the command is rejected. If these checks are
passed, the busy flag is set and the event flag VPROC is waiting on is set and
VAST returns.

VIABLE

VIABLE is the module jump table and is unique to each virtual processor.
The first few entries in each jump table are reserved for common test or utility
modules. After these entrieé are the entry point addresses of the application
modules.

VDATA

VDATA is the impure data area for the routines common to all virtual
processors. It contains the send/receive buffer, the busy flag and several

miscellaneous variables.
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VPURE

VPURE is the pure data area for the routines common to all virtual
processors. Its primary contents are error and tracing messages.

Miscellaneous routines.

In addition to the above there are a few utility routines to handle

functions such as I/0 and mapping to the common partition.

Onerations

The Module Execution Sequence

The module execution sequence begins with the user searching
the directory for the module node of the module to be executed (DX:[160,230]
EXSRCH.MAC). A context node is allocated and made the 'current' context node by
moving the number of the context node allocated to global variable CONTXT. After
a module node is selected the context node will contain a pointer to the top
stack node in the search stack. This top stack node will in turn contain a
pointer to the module node selected. The context node will also contain a
pointer to the module node selected.

The prompt interpreter (DX:[160,230]PROMPT.MAC) is then
called with the number of the first prompt node associated with the module node.
The number of the prompt node is obtained from the module node selected.

(Prompt nodes can specify a wide variety of actions to be
performed by their associated prompt routines. What follows is a description
of a 'typical' prompt chain when a single module is staged and executed.)

The first prompt node in the chain causes a prompt routine
to be called which allocates a module or directory parameter block in the common
data area (DX:[160,240]ALOCPB.MAC). The number of the data set node describing

the parameter block is moved to the current context node.
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A series of prompt nodes follow which fill in MPB and DPB
values., For example space for arrays may be allocated in the common data area
and the number of the corresponding data set node moved to the DPB (DX:[160,240]
GETDS.MAC). Offsets within the MPB and DPB are generally constants contained
within the prompt node. Actual values may be constants (DX:[160,240]LDMPBI.MAC),
requested from users or obtained from some node in the directory.

Eventually the module execution prompt causes the module
execution prompt routine to be called (DX:[160,240]EXMOD.MAC). This prompt
routine does the following:

The ATT table is searched (DX:[160,270]ATTASK.MAC)

to see if the task containing the given module is currently active
(either executing a module or waiting for a command message from
CONTRL). The current context node contains a pointer to the

module node selected. The module node in turn contains a pointer

to the task image node for the module. The task name within the task
image node is used as the key in the ATT table lookup.

If the task is not active then the following actions

are taken. First all active, non-busy tasks are sent messages

telling them to exit (DX:[160,270]CLRATT.MAC). Second, the task
containing the desired module is initiated via an RSX-11M executive
request and an entry is made in the ATT table (DX:[160,270]REQUST.MAC).

If the task containing the desired module is

already active then the ATT entry for it is examined to see if the
task is currently busy,; i.e., currently executing a module. Unless
the module being requested is the KILL module, it is an error
condition if the task is busy, and, the prompt interpretations
will be aborted. The KILL module is distinquished in that it must

be present in every virtual processor, the module number for it
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is always the same and it is the only command which may be sent
to a busy virtual processor.

Next the current context node is updated with a
pointer to the next prompt node in the prompt chain.

The offset of the module parameter block for the
module being called is moved to the first word of the common data
area. The virtual processor is also mapped to the common data
area and reads this location to find the parameter block for the
module it is to call. The current context node contains a pointer
to the data set node for the MPB. It is from this data set node
that CONTRL obtains the MPB offset.

CONTRL sends a message to the virtual processor
containing the number of the module to be executed. The current
context node contains a pointer to the module node selected. The
module number to send is obtained from the module node.

At this point the desired module is executing and prompt
interpretation must be suspended. After the command is sent, CONTRL frees
the search stack (DX:[160,210]FRSTK.MAC) used in finding the module node and
clears CONTXT, the current context node pointer. It then returns to its top
control level, and the user is free to do whatever he likes (other than
initiate the identical module again before it completes). The execution
content is preserved.via the ATT table and the context node pointed to from
the ATT entry.

The execution sequence resumes at some later time via the
following series of events. The module finishes executing and the virtual
processor sends a message with the number of the module to CONTRL. Each time
CONTRL returns to its top level display it checks for messages queued for it

(DX:[160,230]RESUME.MAC) .
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When CONTRL finds the message it looks up the task name
(provided with the message by RSX-11M) in the ATT. The ATT node contains the
number of the associated context node. That context node is made the current
context node. The ATT table entry is updated by changing its status entry to
'waiting' and by zeroing the module number and context node fields.

CONTRL checks to see if the module number received is that
of the distinguished module KILL. If so the ATT node for the task is removed
from the ATT table and freed (DX:[160,270]FRATT.MAC).

The number of the next prompt node is obtained from the
current context node and the prompt interpreter is called to resume prompt
interpretation. Fér an execution sequence involving only a single module,
the remaining prompts might return to the common data area space which was
allocated for an array of points but not entirely used (DX:[160,240]RETUN.MAC)
or the prompt might free the space used by the MPB and DPB (DX:[160,240]FREEPB.MAC).

At this point the module execution cycle is complete. CONTRL

returns to its top control level and awaits further commands.

Multiple Module Prompt Chain

This section presents a detailed example of a prompt chain
which stages and intiates several modules. The emphasis is on how the module
parameter block (MPB) and the directory parameter block (DPB) are modified by

prompt routines to permit the correct staging of multiple modules. The example
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is hypothetical in that only the interactive drawing module is currently incor-
porated within a virtual processor. However, the prompt chain used and the
parameter block manipulations described are typical of a multiple module sequence.
Figure 3-10 pictures the module parameter block prior to the executioﬁ of each of
the modules. Note that both parameter blocks remain fixed in size and location
throughout the example, though  the MPB's contents vary substantially. Four
modules are staged and executed by the prompt chain described in this example.
The modules and their parameters are described in the next section. The prompt
chain is described below. Only those prompts which manipulate the parameter
blocks are described in detail. A few of the prompt routines described are not
currently implemented. Such cases are noted in the discussion.

The Modules Used in the Example

DRAW (IXY,MAXPTS,NPTS,LEVEL,IDEV)

This is an interactive drawing module which permits a user
to draw on the tablet and have the result appear interactively on a display
device. The parameters required are: (1) an array to hold the points read,
(2) the maximum number of points the array can hold, (3) a variable which DRAW
will set to the number of points actually read, (4) the level at which the
drawing will occur (for a color terminal this effectively selects the color
used), (4) the display device to be used.

ROTATE (IXY,NPTS,IXCEN,IYCEN, IANGLE)

This module rotates the points in array IXY by the angle

specified in IANGLE and about the point specified by IXCEN and IYCEN.
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ERASE (IDEV)

This module erases the screen of the display device specified
by IDEV.

PLOT (IXY,NPTS,LEVEL, IDEV)

This routine plots the NPTS points stored in array IXY on

the display device specified by IDEV at the level specified by LEVEL.

The Prompt Chain

ALOCPB. This prompt routine allocates a 10 word MPB in the
common data area.

ALOCPB. Allocates a one word DPB.

ALOCDS. Space for the array IXY is allocated within the
common data area. The number of the data set node corresponding to the array
is moved to the DPB and the offset of the array within the common data area
is moved to the MPB.

LDMPBI. The number of parameters for routine DRAW is moved
to the MPB. This routine is often used when the value of a parameter is fixed.
It requires three parameters: (1) the MPB offset where the common data area
offset of the value to be loaded will be stored, (2) the MPB offset of the actual
value which is to be loaded, (3) and the actual value to be loaded.

LDMPBI. The maximum number of points permitted in the
array is moved to the MPB as is the offset of MAXPTS within the common data area.

LDMPBI. The initial number of points, zero, is moved to the
MPB along with the offset of the value.

LDMPBI. The level and its offset are both moved to the MPB.

LDMPBI. The device specification and its offset are moved

to the MPB.
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EXMOD. The module execution prompt routine is executed.
Prompt interpretation is suspended at this point until the user is finished
drawing and the virtual processor notifies CONTRL. At that point prompt
interpretation is resumed with the next prompt node.

RETUN. The unused space within IXY is returned to the
common data area. This prompt node contains the DPB offset of the data set
node corresponding to IXY. The MPB offset of the variable NPTS is also in
the prompt node. These pieces of information provide all the linkage informa-
tion necessary to return the unused space to the common area.

LDMPBP. This is the first prompt node used in staging the
ROTATE module. This prompt will cause the offset and the value of parameter
NPTS to be loaded into the MPB. Note that the pointer to array IXY is already
at the correct MPB offset. The value for NPTS is obtained from the data set node
for array IXY. This data set node is located via the pointer to it in the DPB.
The prompt node contains four parameters: (1) the DPB offset of the pointer
to the data set node, (2) the offset within the data set node of the value to
be moved, (3) the MPB offset which is to receive the common data area offset of
the value and (4) the MPB offset which is to receive the value NPTS. Note that
this prompt routine is specific to loading a point count since the value stored
in the data set node is a word count and therefore must be divided by two. An
alternative approach would be to have the routines assume they were being passed
the word count. (This prompt routine has not been implemented at this point.)

LDMPBT. This routine loads the offset and value of the x
coordinate of the center of rotation. The integer is assumed in this example
to be entered by the user via the data tablet. The prompt node contains three
parameters: (1) the number of a string node to be printed as a prompt to the
user, (2) the MPB offset to receive the common data area offset of the value

and (3) the MPB offset to receive the value entered by the user.
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LDMPBT. This prompt loads the offset and value of the y
coordinate of the center of rotation (after prompting the user for it and
reading it from the data tablet).

LDMPBT. This routine loads the offset and the value of the
angle of rotation after prompting the user for it and reading it from the data
tablet.

EXMOD. This prompt node causes the rotate module to be
executed., Again the interpretation of this prompt chain is suspended pending
completion of the module's execution.

LDMPBI. This prompt begins the staging of the erase module.
It causes the number of parameters, one in this case, to be loaded into the
first word of the MPB.

LDMPBI. The device code and its offset are loaded into the
MPB from the prompt node.

EXMOD. The erase module is executed.

LDMPBI. The humber of parameters to module PLOT is loaded
into the MPB.

LDMPBA. This prompt loads the offset of array IXY into the
MPB. The parameter to the ERASE routine has overwritten the reference which
previously existed, so the data set node for the array must be accessed. The
action of this prompt routine is very similiar to that of LDMPBP except that
only an offset is needed, net an actual value. The parameters within the prompt
node are: (1) the DPB offset of the data set node pointer, (2) the offset
within the data set node of the array's base address (with respect to the start
of the common data area) and (3) the offset within the MPB which is to receive
the base address. (This prompt routine is not currently implemented.)

LDMPBP. This prompt routine loads the offset and value of

NPTS into the MPB.
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LDMPBI. This prompt loads the offset and value of parameter

LEVEL into the MPB.

LDMPBI. This prompt loads the offset and value of parameter

IDEV.

EXMOD. This routine causes the PLOT module to be executed.
FREEPB. This routine causes both the MPB and the DPB to be

freed, i.e., returns the space occupied by both to the common data area.

Operator Procedures

Introduction

Using the controller is very simple. All control information
is entered via the data tablet. The user is prompted by the controller for
information when it is needed. 'Menus' of possible options are used in
several places.

The controller is initiated via the following sequence of
RSX-11M commands:

1. »>set /uic = [160,100]

2. >ins dk1l:[160,250]VPtest

3. >run dkl:contrl
The first command sets the UIC to the one which the controller's task image
resides under. The second command installs a virtual processor which the user
wanted to run. The third command initiates the controller.

There are three primary means of entering control information
via the tablet. Each is described below.

Menu selection. At several places the user must select one

of several possible functions. The user does this via the following menu
selection procedure. The controller lists the possible options on the

ADDS screen. Each possible selection is on a different line of the screen.
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The user uses the tablet pen to position the ADDS cursor on the line of the
desired option. The user then touches the cursor contrel-block of the tablet
with the pen. (See Fig. 3-11 for a layout of the data tablet control
blocks.) The controller reads the user selection and transfers control to
the appropriate routine.

Entering integers. The user is often prompted for an
integer value. All integers are entered in decimal via the tablet pen.
Two columns just to the left of the center of the tablet are used for
entering integers. These blocks are labeled one through nine, 'CR' and '-'.
The user enters the desired value by touching the pen to the appropriate
digits (high order digits first), then the minus sign if a negative number
is desired, then the 'CR' block. The value accumulated so far at each
step is displayed on the ADDS. 1If an error is made the user may 'back up'
a digit by touching the "'BS' or backspace block near the lower right hand
corner of the tablet.

Entering text. Frequently the user is asked to enter a
text string. Often this is just a 'y' or 'n' in response to a yes/no
question. Text strings are entered by touching the control block labeled
with the appropriate character in the lower four rows of the tablet and
then touching the control block in the lower right corner of the tablet.
Note that digits entered as part of a text string use different blocks
than the same digit entered as part of an integer. As above the 'BS'

block may be used to back up a character.

User Options

When the controller begins execution it prints a menu of
the major functions it is capable of performing. The user selects one of these

via the menu selection procedure described above. The options at this level
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are described in detail below.

Add directory nodes. Also see Figure 3-12,

This option permits the user to add new nodes to the directory
(that is to remove nodes from free lists and initialize them for other purposes).
When this option is selected the user is asked to enter an integer giving the
directory page from which the node will be allocated. Next the screen is
cleared and a new menu with the following options is presented.

Add string nodes. The user is prompted for a text
string which will be stored in string nodes as part of the directory.

Decimal node addition. This routine permits adding
nodes of arbitrary type. The user is prompted for a decimal integer for
each subfield of the node. After each subfield has been entered the
entire node is displayed and the user is asked if the node should be
saved. If the result is as desired the user enters the text string 'y'
and the node becomes part of the directory.

Return. This is an escape option permitting the user
to return to the top level display without having added a node.

Display directory nodes.

This option permits the user to display the nodes of the
directory in one of two ways. When this option is chosen the screen is cleared
and a new menu is displayed with the following options.

Séﬁuential node display. This option permits the
user to sequence through the directory with successive nodes being displayed
on the ADDS. The user is asked to enter an integer giving the number of
the first node to be displayed. From then on a new node is displayed
each time the user touches the integer 'CR' control block. This sequence

is ended when the user enters a positive integer.
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Random node display. This function is not implemented
and if selected will cause a return to CONTRL's top level.

Tree search. This routine permits the user to
following links through the directory. It begins by displaying node DROOT,
the directories main root node. After each node is displayed the user
must select a subfield of the node and then select one of three functioms.
The first function is to interpret the value in the subfield selected as a
node number and to display that node. The second option is to display the
previous node displayed (a stack of the search path is kept which makes
this possible). The third function is to return after recording the node
offset chosen in the top stack node. The offset is chosen by positioning
the cursor to the line with the desired subfield and then touching the
cursor control block. The three functions are chosen by touching one of
the three control blocks labeled 'push', 'pop' and 'return' on the left
half of the tablet.

Print the directory. This selection will cause all
non-free nodes in the directory to be printed on the systems listing device.

Return. This is an escape ontion permitting the user
to immediately return to the top level.

Execute a module.

This option initiates the sequence described earlier under

Virtual Processors. In brief the dialogue proceeds as follows. The user is

asked to choose a module node via the tree search procedure described above in

earlier section. The prompt interpreter then asks the user if tracing is desired.

If the user responds with 'y', then after each prompt routine is executed the user

may inspect the directory before the next prompt node is interpreted.

Exit the directoryv.

This option will cause the controller to exit. The user is
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first asked if the directory should be written out. The user should respond 'y'

if any permanent additions have been made to the directory.

Possible Future Extensions

Paged Directory

The directory was designed from the start to be paged. Here
the term paged is used to indicate that most of the directory would remain on
disk while CONTRL executed. Pages would be read into core only if a node on
the page was actually referenced. A least-recently-used type algorithm would
be used to determine which page in core would be replaced when a non-resident
page was referenced. This facility can be added easily. It has not been thus
far simnly because the directory is small enough that all of it can reside in
core at once. The changes required to add this facility can be localized to
the node address calculation routine (DX:[160,110]NDADDR.MAC). This routine
need only keep track of which pages are currently resident, keep page usage
counts, read in pages which are non-resident and write out the replaced page
if it was modified. Retaining this capability does require carefully disciplined
programming of CONTRL's routines, however. A node whose address has been
calculated cannot be assumed to be at that same address after any node-referencing
routine has been called.

Permanent Data Files

Currently the directory keeps track of data sets only within
a single execution of CONTRL. Two extensions of this capability are envisioned.
First a facility for reading data sets from disk into the common data be added.
This could be done initially via user supplied file names. Routines to do the
reading and writing could either be added directly to CONTRL or could be made
part of a virtual processor.

The second extension along these lines would be to have CONTRL

permanently keep track of data sets on disk via the directory. During the
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development stage this would contain potential pitfalls since disk files could
be created, deleted and modified independent of the controller through RSX-11M.
In a fully automated system this problem would disappear. This capability could
be implemented in a manner very similar to the way in-core data sets are handled
now.

Looning in Prompt Chains

At present prompt chains are interpreted in a strictly
sequential fashion; i.e., no branches are allowed. A looping capability would
be valuable for some applications. For example, the contouring module outputs
a variable number of contour curves depending on the input data. A short prompt
chain which could be repeatedly executed a variable number of times would be
ideal for plotting the contours produced. This capability could be added to
CONTRL in the following fashion. A 'conditional branch' prompt node would be
inserted into the prompt chain at the appronriate place. Within the conditional
branch promnt node would be a value representing a module parameter block offset.
At the given MPB offset would be stored an integer variable. The prompt
interpreter (DX:[160,230]PROMPT.MAC) would examine this variable and if it
was greater than zero take the number of the next prompt node from a given
location within the conditional branch prompt node. If the variable was less
than or equal to zero, then the number of the next prompt node would be taken
from the normal location - the last word of the prompt node. Another nrompt
routine or a virtual proceséor module would be responsible for decrementing
the variable during each iteration. In a sense this is a pseudo-prompt routine
because the prompt interpreter itself must do this rather than simply call a
prompt routine.

The Crosspoint System

As mentioned earlier this system was designed to be highly

compatible with an implementation using the crosspoint multiprocessor system.
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Virtual processors correspond to LSI-11's, messages to the hardware interfaces
~ between the PDP-11/40 and the LSI-1ls, and the common data area to a crosspoint
memory block. Conversion to the crosspoint system would require both a moderate
number of changes to existing software and fairly extensive additions.

The virtual processor would require relatively minor changes.
The module staging mechanism would be unchanged. The virtual processor task image
would be moved as a single unit to the LSI., Thus the task image created by
RSX11-M can remain essentially intact. The present virtual processor software
would require two changes in order to make this possible. First the code to
map to the common data area can be removed. The crosspoint memory blocks, which
serve the same function as the common data area, would be switched under the
control of CONTRL. An LSI need not be aware that memory blocks are even being
switched. Second all RSX-11M system calls must be removed from the LSI controller
(as the virtual processor would then be known). Basically this means replacing
the I/0 routines now used for tracing and error reporting by other mechanisms.
Such messages could either be sent to the PDP-11/40 over the interface or the
same function could be served via the updating of status codes in module parameter
blocks. I/0 routines for the PDP-11/40 interface would have to be written as
well as routines for any other devices with which the LSI's were expected to
communicate directly. However, these could be straight assembly language
subroutines assembled on the PDP-11/40 and task built along with the rest of
the LSI controller task imagé. The I/0 routines for the PDP-11/40 interface
would replace the present message sending and receiving mechanism used by the
virtual processors.

The controller would also have to replace its message
send and receive system calls by calls to I/0 routines. The active task table

(ATT) and related routines would probably also change substantially. The exact
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nature of the change would depend on whether or not all application routines
could be permanently resident on an LSI. If svace on the LSI's permitted this,
the issues of task initiation and termination would disappear. However, a
mechanism for keeping track of the current status of the LSI's, such as currently
busy or not, would still be needed. Additional bookkeeping would be necessary
if it was necessary to swap code in and out of LSI's. This would also require
mechanisms to load a crosspoint memory block with a task image and a utility on
each LSI to move the task image to local memory.

The controller would also recuire a number of additions.
First a processor would have to be associated with each task image. Second
multiple 'common data areas'; i.e., crosspoint memory blocks, must be allocated,
switched from processor to processor and generally kept track of. Related to
this would be the need for a more sophisticated resource allocation and job
scheduling mechanism. In a fully automated svstem the controller could be
aware of how long different modules take to execute, opportunities for parallel
sequencing of jobs and the precedent constraints inherent in jobs. A scheduler
sonhisticated enough to use these tynes of information would be highlv desirable
in an automated system. This area would require further study when a multi-

processor system was running and readv for performance tuning.
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3.5.4 Assembly Process Control

The Assemblv Process takes image elements in priority order, fills
them in, line-widens them, and then stores completed images on the assembler
disk. The first step in the process is the allocation of disk frames for the
presentation. This step is accomplished by separate modules that accept the
segnent and frame lists as one input and the eurrent disk allocation as anoth-
er. The allocation module then attempts to assign disk frame numbers to presen-
tation frames. In addition to the constraint that some frames are already allo-
cated, there is the requirement that the disk be able to seek each successive
frame during the time the previous one is being shown. TFor anything but ani-
mated sequences this requirement represents no constraint at all since the disk
heads can be moved to any track in the time between frames. Therefore every
effort will be made to place animation sequences in contiguous frames. If
the approach of allocating animation frames first and still frames later does
not provide an accentable allocation, then the process can indicate that cer-
tain frames should be moved to make room for the new frames. The output from the
allocation consists of two arrays, one with the list of frames to be moved with
their new locations and the other with the list of frame addresses that have
been assigned to the new frames. If the array of frames to be moved is not
empty, it is fed to an assembler move module that seeks each source frame,
loads it into a bit map memory, seeks the destination frame, and then writes
the image into the new frame. The frame address of each frame that has been
moved is then changed in the Directory. Then the list of frame assignments
from the allocation process is used to update the assembly process definition
of the segments and frames so they now refer to phvsical frame numbers on the
assembler disk.

When the allocation step has been comnleted, the assembly process
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proper can begin. This consists of a sequence of frame numbers each followed

by a list of elements arranged in order of increasing priority. Each graphic
element entry contains the Directory identifier through which the element can be
found, the level at which the element is to be filled in, and the fill-in con-
trol information. The fill-in control indicates whether the element is to be
filled inside or outside, whether it is to be line-widened and if so. by what
narameters, and whether it is to be crosshatched and according to what parameters.
If an element is to be both line-widened and filled in, it appears twice in

the 1ist with the fill-in done first and the line-widening second. Thus the
Assembly process passes the Assembler an element and a command about what should
be done with it until all of the graphic elements in the frame have been over-
layed on each other.

At this point it is time to determine the placement of alphanumerics
and special symbols. In some cases alphanumerics are arbitrarily placed at
fixed locations on the screen. 1In these cases there is obviously no problem.
However, there are cases where the positioning of alphanumerics must be done
carefully so that underlyving information is not obscured by the text. In these
cases the assembler will be given a special element which indicates the bounds
of acceptable placement for the particular element and the point to which the
text refers if there is one. Then the assembler reads back the image until it
finds a box large enough to hold the text that minimizes the presence of the
pixel values that indicate underlying information. The placement of each such
label is done in this way except that successive placement boxes are compared with
those already chosen so one label does not overwrite another. Only when all
alphanumerics have beententatively placed are any of the locations fixed.

The actual method of display for the alphanumerics is not yet clear. Charac-

ters may be generated by a separate commercial vidifont or may be written into
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the bit maps that hold the IVAM images. In the later case the fonts for the
characters would be stored in special disk frames which could be read into
a free bit map memory and copied from these into the image. The copy opera-
tion would have to be able to accomplish the translation of each character
from its position in the font image to that in the product image. A number
of fonts can be stored in different sizes on these font frames. Since each
character is really only one bit deep each of the five bit planes that store
a five bit image could be used to store a different set of fonts and symbols.
Thus only a few such frames would be required. After the alphanumerics have
been handled, the finished frame is written out to the assembler disk frame
allocated earlier.

3.5.5 Assembler Display Control

The display control process is responsible for the actual real-time
display of color video images. It must assure that the proper frames have
been loaded into the bit map memories, that the enhancement tables have been
loaded with the proper color values, that the proper multiplexing control has
been established for selecting the output from the desired bit maps, and final-
ly that any special effects are accomplished. The information sent to the
Assembler is essentially a schedule expressed in terms of frame times with
each nresentation starting at frame zero at the command of the 11/40. Then
each cormand is executed at-the time indicated. More than one command can be
scheduled to occur at a given frame time. Disk seeks are initiated as far in
advance as possible to assure that they are accomplished before the frame is
needed. The allocation of the bit map memories used for refreshing the display

is not done dynamically; it is permanently specified in the definition of the

segment. The seeking of disk frames and their loading into unused bit maps
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are operations which can proceed in parallel with image display. The loading
of enhancement tables is accomplished during the vertical interval as is the
switching from one frame to another. The control of transition effects is some-
what more complicated in that their operation is actually that of a series of
discrete events that occur at successive times. The crossfade and wipe func-
tions are handled very similarly. Each has an initialization which establishes
the multiplexing for the start and end frames. The transition is then con-
trolled by the integer value in a single register. When the integer in the
register is at its maximum value, only the starting image is shown. When the
integer in the register is zero, only the end frame is shown. At any intermed-
iate value proportions of both the start and end frames are shown. The transi-
tion itself is controlled by a schedule entry that includes the transition effect
identifier, the delta T between changes in the transition register, and the delta
X which is to be subcontracted from the current value of the transition register
each time the command is issued. After the transition command is originally
issued, it subtracts the delta X from the current value of the transition register
and if the result is still greater than zero reschedules itself to occur again
at the current time plus delta T. If the transition register has a value less
than or equal to zero the transition is complete and the command removes itself
from the schedules.

While not absolutely required it is desirable to be able to change en-
hancements dynamically during the display of an image. With such a capability
it is possible to produce lightning flashes or to call attention to certain
features by pulsing them. This would be done by scheduling a sequential event

which would contain:
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scheduled execution time
effect routine ID
delta T

number of entries

pointer to entry list

level to be changed

e

first entry

G & value

Nth entry
L value

When scheduled time arrived the register would load the first entry in the entry
list in the enhancement table location for the level being changed. It would
then decrement the number of entries and increment the entry list pointer to
point at the next entry. If the number of entries is now zero the effect is re-
moved from the schedule, if not it is rescheduled to occur at current time plus
delta T. Note that a number of such entries can be i; the schedﬁle simultaneously
so different lightning bolts flash at different times.

The functions described above are sufficient to control the assembler
for the display of any IVAM sequence.

3.5.6 AFOS Interface

The AFOS interface has not been completely specified at this time.

The feeling of the AFOS contacts through the program has been that a final re-

solution of this issue is premature. However the nature of the interface re-
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quirements are fairly clear even if some of the details are not. The interface
takes place in three areas: control, data, and hardware.

Control

There are two essentially different modes of control relationship
between the IVAM and AFOS systems. The first is the routine situation where
IVAM is requesting products from the AFOS data base. The second is the ex-
ceptional situation where the AFOS operator wishes to take control of the IVAM
system in order to directly communicate a severe weather situation to the pub-
lic.

The routine data transfer relationship between IVAM and AF0OS becomes
very important because on the one hand, IVAM represents a potential load on
AFOS and on the other hand.AFOS represents a potential bottleneck to IVAM.
It therefore seems prudent to plan for peaks but to operate in such a way as
to avoid them. One way of doing this is for IVAM to take relevant AFOS data
as it comes in and not to wait until it has a real-time requirement for a
given product. On the other hand,it should be recognized that a certain
amount of the data will be needed quickly, for it is the nature of both IVAM
and AFOS to be interested in the most up-to-date information. Therefore a high
bandwidth channel should be provided even if it is not fully utilized.

In software terms there are several possible relationships between
IVAM and AFOS. At one extreme IVAM is passive and AFOS notifies IVAM when new
data arrives and transmits it as soon as IVAM is ready. At the other extreme
AFOS is passive and IVAM continually checks the AFOS data base to see if new
products have arrived. A number of such possibilities will be cited below.

1) AFOS could simply let IVAM tap off the NDC or the WSO line directly.
This is not desirable because IVAM would have to monitor all transmissions to

determine which were of interest. It would also have to deal with the ADCCP
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protocols which have already been observed by AFOS. IVAM would rather not
duplicate any part of AFOS.

2) AFOS could have a list of products of interest to IVAM and send
them.automatically in accordance with a fixed input schedule.

3) AFOS could send IVAM the PIL entry for each new product as it
arrives and let IVAM then indicate whether it wants the message data.

4) IVAM could continually check the PIL for new products. However,
while it is easy to find the latest product from the PIL it is more difficult
to determine whether the "latest" entry is also a "new'" entry unknown to the
IVAM system as yet. To do this IVAM would have to save the last version of
the PIL and compare it with the new version. Those entries in the new PIL which
were not in the old PIL would, of course, be the new products.

The best IVAM/AFOS relationship probably is a combination of those listed
above. Most of the traffic between the systems will be the routine automatic
transmission of relevant products originated by AFOS as per option 2. The
software constructs necessary to provide this service may not exist nor be
natural within AFOS, in which case it may be necessary to use option 3. IVAM
will maintain the list of products in which it was interested and check each
new PIL entry against that list. As the deadline approached it would check
to see which products had arrived and keep requesting those either until they
came in or until it was too late. Thus there should be both a notification and
a request capability. We ;refer option 2 with a request capability to be used
only for exceptions.

In addition to the software required for IVAM to make use of the AFOS
data base there must be additional software to allow the AFOS operator to con-
trol IVAM. While IVAM is honestly presented as an automated system, it is but

part of the AFOS system, an AFOS output processor which should be controllable
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by the AFOS operator. There are several reasons this feature is desirable:

1) In extreme weather situations the AFOS operator may want to
take control of IVAM and communicate directly to the public.

2) He may want to assemble his own scenario for special situations.

3) 1IVAM will be sized to handle its peak loads which will tend to
occur around the times of network broadcasts. At other times IVAM may have
extra computing capability which would augment that available to the AFOS sys-
tem.

4) During the field installation process each site will have its own
peculiar needs which are best met locally. Therefore, the installation oper-
ator will have to interact with the system through the AFOS terminal because
IVAM will not have its own terminal. The alternative is that he bring a port-
able control device to address IVAM.

In all of the cases described ahove, systems software is required to
effect the communication and control, and decisions as to where the software
is to reside is not something the IVAM system can decide unilaterally. There-
fore the closing of this interface would require a very significant AFOS in-
put. It is likely that the nature of this control relationship and the re-
quest/reply protocols will be shaped more by what can be done easily within the
AFOS system than by IVAM needs. Therefore it is likely that IVAM would be made
to look as much like another AFOS terminal as possible, both to minimize soft-
ware effort and because AFOS control structures may permit no other approach.
IVAM's needs are simple: it must know what products are available and it must
be able to request them.

Data

A major issue separating the two systems now is that of data availa-

bility and format. The purpose of the IVAM study was partly to determine the



3-146

feasibility of doing such a system using AFOS data. That means that part of
the IVAM task is to identify information needs which are felt by the public
but not met directly by the existing AFOS products. In some cases AFOS pro-
ducts can be processed or combined to provide the desired information;however,
there do appear to be cases where the information is simply not available.
Similarly there are cases where information is not available with the frequency
required or on the scale needed. For instance very frequent, very local up-to-
date radar information could be very effectively animated and would be very well
received by the public. It was in order to discover this sort of problem that
the IVAM storyboards were submitted to the AFOS group. What was requested was
the identification of which products were needed to produce which segments.
Since there was no response to this request, there was no way the IVAM group
could make a definitive judgement about the products needed. The lists of AFOS
products IVAM had received were simply not specific enough to work from.

Where the data is available there is an even more immediate problem
Much of the AFOS data is transmitted in formats which are forever beyond the
reach of the IVAM software and there are other cases where changes in the AFOS
data format would make our task easier.

The most important is graphics. AFOS graphic products are planned
to be transmitted in a form that is directly compatible with the AFOS display
devices; however, the signi?icance of the parts of the image is lost in the
transmission format. The alphanumeric information labeling the contour curves
is transmitted separately from the curve itself. This works fine for AFOS be-
cause the label is placed near the curve by the display and the operator makes
the association. But for IVAM to try to determine which label goes with which
curve on the basis of position is a very elaborate process which is not guaran-

teed to succeed and could be easily avoided. This information is available in
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the programs at NMC and is not planned to be transmitted because there is no
need in AFOS. It would be easy to include the labels with the curves.

In informal discussions with members of the AFOS Program Office, the
advantages and disadvantages of transmitting graphic data in the variable ex-
clusion vector code were discussed. Sending the basic uniform grid point
values in an optimized (i.e., redundancy removed) code should be considered
as an alternative. Based on the limited information available to us, the
advantages of this approach could be:

1) Greater efficiency because the message length might be reduced by
a factor of two to four.

2) Greater commonality because uniform grid values can be used by
anv graphics generation process while the variable exception vectors and other
encoding techniques used by AFOS are peculiar to their system.

3) Much more convenient to IVAM which must now add software to con-
vert the vector code whereas we could use grid point values directly.

4) Reduced effort at NMC since it would not have to convert grid
point values to vector code.

5) More useful to the rest of the meteorological community,all of
which is interested in computer processing of AFOS data.

The only disadvantage would appear to be the need to augment the AFOS
display software to generate displays from grid point data. We are not able
to assess the impact on AFIS, but it might even be an advantage since the
necessary software is available from several sources.

There is also a class of oroducts which are transmitted as unformatted
English text. While these items are conceived as communication between human
operators thev present a problem to an automated system which must substitute

software for intelligence. The more of this information that can be constrained
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to fixed formats the more will be usable by the IVAM system.

Once AFOS data has been organized into products that can be interpre-
ted by the IVAM™ software, then it would be necessary to write additional soft-
ware to translate them into a form suitable for IVAM. This is necessary be-
cause of the difference between the AFOS data base and the IVAM data store.

AFOS currently thinks in terms of messages designed to communicate directly with
a human operator through a high resolution CRT display. IVAM, on the other
hand, must automatically take data designed for professional meteorologists and
turn it into displays which communicate to the lay public over standard TV.

This means that IVAM must take data out of its messagé format and disassociate
it from its source, such as Service A or Service C, and just opresent the weather
quantities the nublic understands.

Also, graphics products which are encoded in terms of the raster char-
acteristics must be decoded from their AFOS 1000 pixel resolution vector format,
translated into the IVAM standard coordinate space, and rescanned by a 525 x 672
raster. Some sort of smoothing function may be required if the two digitizing
stens interact in an unfavourable way.

Thus for each type of product it will be necessary to write an IVAM
module which is specialized to the reformatting task converting into the form
rneeded by IVAM. In the cases where the formats of these products have been
specified and the specifications not changed over a period of time, it would be
possible to write the conversion modules. However, such code would be untestable
until IVAM either had test data to work from or was on line with AFOS. While
such test data has been requested a number of times, none has been received.
Therefore, no nrogress could be made in the processing of actual AFOS data.
However, the process of translating data from one system to the other is com-

pletely independent of much of the rest of the IVAM task and the control struc-
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tures needed to control the process exist.

Hardware

There are a number of points where IVAM could physically interface
to the AFOS system. The trade-offs here are speed versus the existence of
software support for certain interfaces. To some extent the hardware options
parallel the software options mentioned earlier.

However, it seems most likely that IVAM will interface directly to the
AFOS graphics bus and appear to be another operator's display. This seems to
be a relatively natural interface because IVAM could simulate an AFOS operator
and would get data without maintaining any elaborate communication protocol.

Summary

The AFOS/IVAM interface must meet the following criteria:

1) It must provide IVAM complete "read only " access to the AFOS data
base.

2) The AFOS data must be in a form which is usable or translatable
by a computer program.

3) Annotation should be available with graphic products so IVAM can
determine the significance of each of the graphic elements.

4) The control interface between AFOS and IVAM needs to be defined.

5) The data interface should be a high bandwidth DMA channel such as

the interprocessor or graphics channels.
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4.0 Hardware Concept Study
4.1 The IVAM System

4.1.1 Overview of System Requirements

The functional requirement of an operational IVAM system, stated in
broadest terms, is to ingest meteorological data from various sources, and
process these data to generate TV segments of weather information for distribution
to TV outlets. System programs provide the capability of easily selecting
program content, format, and production schedule from a wide variety of options.

Additional system design features are low equipment cost, high
reliability, automatic operation, and low maintenance cost. These objectives
are achieved through selection and adaptation of standard, widely used computer
system components and proven memory controller and video system component designs
developed at SSEC.

4.1.2 Basic System Configuration

An IVAM installation consists of two major subsystems: a System
Controller and Element Generator, and a Video Assembler. Block diagrams of
these subsystems, illustrating their major components and interfaces, are shown
in Figure 4-1.

The System Controller and Element Generator (SCEG) contains a DEC
PDP 11/40 processor, with associated disk storage and printer terminal
console device, and a.crosspoint configured multiprocessor, implemented largely
with DEC LSI-11 system components.

The PDP 11/40 equipment performs the functions of overall system
control and acquisition of data input from the AFOS data base via a high-
bandwidth graphics bus interface, appearing to the AFOS system as an additional

operator terminal.
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The crosspoint multiprocessor, which may contain up to eight processor
buses and 16 memory blocks, performs the tasks of image element generation,
manipulation (scaling, mapping, etc.), scan conversion, prepass, and sorting
into raster-scan order.

The Video Assembler provides the resource for final processing and
assembly of SCEG-generated image elements into completed TV frames, storage
of these elements and frames, and generation of the output TV segments. In
addition, the Video Assembler ingests and stores satellite image data received
from CDDS facsimile lines.

To accomplish these functions, the Video Assembler utilizes RAM
buffers with "smart" controllers, a pair of modified large-capacity computer
disk drives, and a video chain and controller. A Display Controller provides
overall control of these components in the display mode of operation. The
system configuration and capabilities meet all display requirements defined

for IVAM segments.

4.2 System Requirements
4.2.1 Data Input Interfaces

The IVAM system is planned to interface with up to four input data
sources--AFOS, CDDS Sectorizer lines, a video tape player, and a film chain.

AFOS will interface with the System Controller; the other sources will be

interfaced to the Video Assembler.
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1. AFOS Interface

Of the several hardware interface possibilities considered for AFOS
the method of choice is the interface with the AFOS graphics bus, This inter-
face, simulating an AFOS display terminal, provides adequate bandwidth for
IVAM needs. If coupled with a "request only" mode of IVAM operation, this
interface should introduce a negligible impact on AFOS system operation or
software. No development work was undertaken for a PDP-11/40 interface module
which meets the AFOS graphics bus specifications.

2. CDDS Interface

The CDDS iine, providing sectorized GOES image data in facsimile
format, interfaces to an Image Data input module on the Video Assembler bus.

The capabilitf of the Video Assembler disks to store over 800 frames‘
of TV data affords the capacity to store all of the image data required for
segment productions. An external system to provide storage and TV output of
satellite image data is not needed. Other advantages which result from this
approach are:

a) A simpler interface, consisting of the telephone fax line only.
There are no problems of synchronization and control of an external image data
TV display terminal. :

b) The image data is always accessible to the IVAM Controller, and,

therefore, allows generation of cloud graphics from the data.
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The Image Data interface is a low-cost, microprocessor-controlled
module which receives, demodulates and digitizes the image data, and resec-
torizes the data to a 512 x 512, 5-bit pixel format for TV display.* It is
functionally similar to the Fax Receivef and Sectorizer subsystems of the
Satellite Image Sequencer developed for NESS, but the system design has been
improved to: (1) allow multiple TV frames with the same or different resolutions
to be extracted from each sector input, (2) provide continuous AGC control, and.
(3) provide more accurate lock to the fax data line starts to yield improved
frame-to-frame data registration.

3. Tape Recorder and Film Chain Interfaces

Film and tape pre-recorded video is fed directly to the Enhancer/
Combiner output module of the Video Assembler to be directly outputted without
processing by the IVAM system. A single time-base corrector is used to correct
the video from either of these sources.

Both the film and tape units must be capable of single~frame edit, so
these outputs may be merged precisely with IVAM-generated video. Control signals
for these units are supplied from the Video Controller, in the video output
section of the Video Assembler.

4.2.2 SCEG Processing Requirements

The major tasks of the System Controller and Element Generator subsystem
are to:

a) Program and control the entire IVAM system

b) Acquire the meteorological data from the AFOS data base and prepare
it for IVAM processing

c) Generate graphical image elements required to describe meteorological

* : . 3

Note that sampling and readout timing are selected to yield pixels with a 4/3
aspect ratio. Hence, the 512 x 512 memory space holds an image which, when read
out of the IVAM system, meets NTSC picture format.
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parameters, maps, contours, etc.

d) Convert the information from image element format to sets of
image element/TV raster line intercept designators

e) Merge the elemeﬁt/line intercept sets corresponding to final
TV frames, including performing the operations of line-widening, alphanumeric
placement and fill-in

f) Store completed TV frames and element sets needed for future use
to the Video Assembler disk file

g) Program the Video Assembler Display Processor with segment presen-
tation instructions

The control task is continuous but it never becomes a large-scale job in

comparison to processor load. It is the image element production that determines
the size of this part of the system. Weather information enters the AFOS data
Jase continuously with specific message formats being repeated at periods of
one, three, siX, twelve, and 24 hours. Some information, such as emergency
notices, will be received on a non-scheduled basis, but these are exceptions.
Since the IVAM controller anticipates these scheduled input times, and because
it knows what the system must produce during the next several hours, it schedules
the production of image elements at a steady, nearly uniform rate. In this way,
the basic image parts are produced most economically and then stored on the SCEG
discs in a form which takes minimum space until needed by the Video Assembler.

4.2.3 Video Assembler Requirements

The Video Assembler must perform two primary functions:

a) The generation of broadcast-quality TV output on a real-time
basis from a store of image and graphics, as directed by a display control pro-
gram, and

b) Final processing, merging, and storage of raster - coordinate

image elements for subsequent display.
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In addition, the Video Assembler ingests and stores satellite
image data from CDDS facsimile line outputs and provides control of external
tape or film-chain TV sources.

The Video Assembler Subsystem contains a digital disc memory, capable
of storing 815 TV frames of data, four one-frame random-access memories (RAM),

a display controller, and video chain which converts the digital video inputs
from the disc and RAM to NTSC video output.

The Video Assembler operates in two modes - assembly and display. In
the assembly mode, the disc and memory resources are controlled directly by the
System Controller via the 11/40 Interface. Image elements are transferred to
RAM from the element generator through the LSI-11 Interface where final processes
of line widening, fill-in, and combining are performed with bit-slice processors
contained in the RAM controllers. Completed TV frames are then transferred to
disk for later display. Instructions for display of a prepared segment are loaded
to the Display Controller memory.

In the display mode, the Video Assembler operates essentially "off-line"
from the SCEG - the disk and memory resources have priority and are largely
utilized in the generation of the segment TV display. The output of the disk,
as well as the contents of the RAM, are available in exact TV timing format at
their Video Port outputs. Port outputs are selected for the desired display at
the Input Select/Mask stage of the video chain. Concurrent with supplying data
at a video port, disk data may be simultaneously transferred to RAM via the
Assembler Bus. By appropriately utilizing RAM's as frame buffers, any desired
sequence of displays may be generated, such as consecutive cross-faded satellite
images, each with its own graphics overlays. The video chain provides two processing
channels in which the digitized input is remapped to desired color values and

converted to NTSC video format. These channel outputs, as well as output supplied
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from a tape or film source, are applied to an Enhancer/Combiner which selects
the sources, provides transition control (pop, fade-in, fade-out, crossfade),
and performs edge enhancement to the final video output. The subset of display
instructions which control operation of the video chain are applied to the
Video Controller, which generates the required sequences of control signals and
codes at the exact times within the TV frame period necessary to maintain a
defect-free display.
At all times, during either display or assembly modes of operation, the
Video Assembler accepts and stores satellite image data input via the Image
Data Interface.
4.2.4 System Throughput Requirements
It is easier to work backward through the IVAM system since the output
rate is firmly determined at 30 frames per second and the output volume is
relatively well-fixed at 20 minutes of TV segments per hour. The 20 minutes
are made up of one full update of cable TV presentation (5 minutes) per half-hour
and up to ten minutes of segments to be sent to broadcast stations per hour. The
total output of frames is:
20 minutes x 60 seconds/minute x 30 frames/second = 36,000 frames
Previous studies of simulated IVAM presentations and similar TV programs
showed that each TV frame is repeated from 6 to as many as 120 times. At six
repetitions per frame,; the Video Assembler subsystem must be capable of generating
display at a peak rate of 5 new frames per second, although it is capable of oper-
ating at least 15 frames per second. The average new frame rate will be much
lower.
If we examine TV graphic images, we find that the most complex average
fewer than 20 image element intersections per TV line. Using one word for each

element/line intersection, the maximum number of words required to describe
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a set of image elements for one TV frame is

485 lines x 20 crossings/line = 9700 words/frame

Since frame assembly is performed as an off-line process, the through-
put rate to the Video Assembler need not proceed at the peak rate of
9700 words/frame x 5 frames/second = 48.5K words/second, 2K words/second
as shown in the following analysis).

The rate at which new sets of image element/raster line intersects must
be generated is the product of the following factors:

1) Element generation can be going on continually whereas the Video
Assembler will operate only 20 minutes per hour. This fact lowers the data
rate of the output of the Element Generator by a factor of 1/3.

2) The rate of element generation is determined by the average number
of times a frame is repeated, not the minimum number. Experience with the IVAM
films has shown that on the average each frame is repeated 25 times, reducing
the element generation rate to 1/25 that of full video.

3) While the TV images delivered to the broadcast nets will appear to
be quite different from those sent to the cable TV outlets, many of the images
in both sets will be generated from the same element/line intercept sets. Also,
each hour's presentation will include images from data more than one hour old.
It is estimated that these two factors reduce the new frame production rate by
at least 1/3.

Therefore, the total number of new output frames to be computed each
hour is:

36000 frames/hour x 1/25 (average repetitions per frame) x

2/3 (previously generated frames) = 480 new frames per hour

or equivalently, an average of one new frame every 7.5 seconds.



4-10

Since the Video Assembler is available for assembly processes 40 minutes
of each hour, one new frame must be assembled every five seconds, requiring
an average data transfer rate of data from the SCEG of:

9700 words/frame x 1/5 framé/sec = 1.94K words/sec.

The Controller and Element Generator subsystem design allows for operation
at this rate.

The Video Assembler must have the capacity to store all of the finished
sets of image element/raster line intercepts; i.e., processed to completed TV
frames needed for display generation. The total of these sets will be very
close to the following:

480 frames one hour old or less
120 frames one to six hours old
60 frames six to 48 hours old

20 frames of "permanent' images

680 total TV frames

Assuming a worst-case 20 minutes of continuous display time, during
which SCEG intercept sets cannot be transferred to the Video Assembler, appro-
ximately 160 TV frames of generated intercept sets must be stored on the SCEG
disks.

The maximum number of words per set is 10,000 and the minimum is about
2,000 with the average being close to 6,000 words. Therefore, the SCEG disc
must have capacity for:

160 sets x 6,000 words x 2 bytes/word = 8.16 megabytes

for intercept set storage.
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4,3 Development System
4,3.1 Design Objectives

Goals defined early in the program for an IVAM development system

were:

1) Flexibility to allow an optimum interface definition between AFOS

and IVAM.
2) Flexibility for a good interface of IVAM to the media when the

specifics of distribution would be confirmed

3) Desire maximum advantage from latest developments in new hardware

technology.

A further consideration stated was that the software developed must
not be limited to running on the machine of a single manufacturer, but the
hardware choice must also allow development of general software which runs
(or can be easily adapted to run) on any machines of appropriate power.,

The PDP-11/40 and LSI-11 based multiprocessor were selected as most
appropriate for the task as System Controller and Element Generator and were
procured to develop and test software. In addition, hardware and software
interfaces with SSEC's McIDAS system to utilize that system's capabilities as
a data source and video and graphics display device, pending design and
procurement of a Video Assembler which meets IVAM display requirements,

4.3.2 SCEG Development Hardware Study

Several hardware configurations were studied for use as the development

system. Since the exact size of the system needed could not be determined
until the software was developed, the subject of expansion capability was
carefully considered to ensure that the final system would have the capability
of performing 100% of the required task.

The single processor approach was abandoned early in the study, for
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the only guarantee of having adequate system capacity with a single computer
was the choice of a computer exceeding the budget. Further arguments against
use of a large single computer were: (a) the inability to implement the final
hardware in incremental fashion, and (b) far less likelihood of rapid decline
of the purchase price in the next several years.

Two basic configurations discussed below, and variations of them,
were analyzed in detail.

4.3.2.1 Data Communication Bus

The basic Communication Bus configuration, shown in Figure 4-2,
is designed to have at least four processors configured to allow transfer of
data between any two of them. The system is expandable to accept additional
processors, memory, or hardware devices as needed.

Since the ratio of data transfer to processing is expected to
be high, the design of the interprocessor communications is of crucial
importance to the performance of the system. Such transfers consist mainly
of block data rather than individual words so it is not necessary for all
processors to share a common address space. Data transfer is initiated
by the control computer but may actually be effected by a microprocessor or a
hardwired bus controller. Since this process may involve more than one computer,
it is imperative that the transfer process not interrupt or degrade the
processing of any machine more than necessary. Several alternative approaches,
all based on the Communicatign Bus concept, were considered:

a. Approach #1: The first approach, shown in Figure 4-3,
furnishes each machine with at least two dual port memories as well as a small
amount of dedicated storage. Each dual port memory is accessible to both

its CPU and to the communications bus. Since the dual port memories on each
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processor are independent, the CPU can work in one memory while the communication
bus fills the other. When the CPU has done its task in one memory it signals
the controlling processor and starts working in the other memory. Note that
the transfer does not impede or degrade the performance of the CPU,

In this configuration it is desirable that the amount of memory
accessible by the communication bus not be constrained by an arbitrary limit.
It is worth noting that '"dual port" here refers only éo the ability to reference
the memory from two different buses. This can be accomplished by simple
electronic switching between the two buses or by true dual porting, where the
memory has two independent sets of addressing hardware.

b. Approach #2: The communications computer has the pair of
dual port memories associated with each of the subordinate processors within
its address space as shown in Figure 4-4. 1In this case the transfer of data
from one machine to another is seen as a block transfer within the communications
machine. Note that the transmission of data from machine B to machine C
operates at program rates and may 'steal" machine A cycles of up to 50%.
However, if machines B and C are operating in their other dual port memories
they are unaffected. Since a minicomputer having a large address space is
likely to be more expensive, this alternative seems less desirable than the first
approach.

c. AEEroach_#B: In using a machine with an extended address
bus as the communication controller, at least that processor is lost to the
system during transfer. Therefore, the question arises whether that machine can
still accomplish functions other than data transfers. One way of relieving the
communication burden on the computer whose bus has access to every machine's

memory is to create an additional interprocessor path that is dedicated to
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transfers between two of the machines, as shown in Figure 4-5, This lowers
the volume of traffic along the main bus. However, the software in those
machines must be more sophisticated,

d. Approach #4: Approach #2 is modified by using only one dual
port memory per subordinate processors as in Figure 4-6. In this case the
interprocessor transfer further degrades the system in one of two ways. If
the subordinate processor is operating within its dual port memory, its processing
is degraded and perhaps precluded by the cycle stealing of the transfer. On the
other hand, if the subordinate processor is executing within a dedicated memory,
some overhead would be incurred when it moved its data to that memory.

e. Approach<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>